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9) The calculations tan often be greatly reduced by 
making a Change of origin and/or unit on the data. In the 
case of data classified into groups, reference may be made 
to the formulae in ISO 2602, Statistical interpretation of 
test results - Estimation of the mean - Confidence 
in tervaf. 

NOTE - A Change of origin may be essential to obtain sufficient 
accuracy when calculating a variance using the stated formulae with 
a low precision calculator or Computer. 

IO) The methods shown in tables C and C’ deal 
with the comparison of two means. They assume that the 
corresponding samples are independent. For the study of 

certain Problems, it may be interesting to pair the 
observations (for instance in the comparison of two 
methods or the comparison of two instruments). The 
statistical treatment of paired observations is the subject of 
ISO 3301, Statisticalinterpretation of data - Comparison of 
two means in the case of paired observations, but in 
annex A an example of treatment of paired observations is 
given. It uses formally the data of table A”. 

11) The Symbols and their definitions used in this 
International Standard are in conformity with ISO 3207, 
Statistical interpretation of data - Determination of a 
statistical tolerante interval. 
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TABLES 

A - Comparison of a mean with a given value (variance known) 

A’ - Comparison of a mean with a given value (variance unknown) 

B - Estimation of a mean (variance known) 

B’ - Estimation of a mean (variance unknown) 

C - Comparison of two means (variances known) 

C’ - Comparison of two means (variances unknown, but may be assumed equal) 

D - Estimation of the differente of two means (variances known) 

D’ - Estimation of the differente of two means (variances unknown, but may be assumed equal) 

E - Comparison of a variance or of a Standard deviation with a given value 

F - Estimation of a variance or of a Standard deviation 

G - Comparison of two variances or two Standard deviations 

H - Estimation of the ratio of two variances or of two Standard deviations 
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TABLE A - Comparison of a mean with a given value (variance known) 

Technical characteristics of the population studied (5) . . . . . . . . . . . . . . . . . . . . LI . 

Technical characteristics of the Sample items (5) . . . . . . . . . . . . . . . . . . . . . . I . 

Discarded observations (6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Statistical data 

Sample size : 

n= 

Calcuiations 

Sum of the observed values : 

cx = 

Given value : 

m. = 

Known value of the population variance : 

02 = 

Or Standard deviation : 

o= 

Significance level Chosen (8) : 

Cl!= 

Resul ts 

Comparison of the population mean with the given value m. : 

Two-sided case : 

The hypothesis of the equality of the population mean to the given value (null hypothesis) is rejected if : 

IX --mol > [Ul -cy,2hh 1 0 

One-sided cases : 

a) The hypothesis that the population mean is not smaller than m. (null hypothesis) is rejected if : 

X <m. - [ul -JJn ] 0 

b) The hypothesis that the population mean is not greater than m o (null hypothesis) ,is rejected if : 

i>mo+[ul-,lfi]o 

NOTE - The numbers (5), (6) and (8) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The significance level a! (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 
hypothesis is true. 

2) U Stands for the standardized normal variate : the value u, is defined by : 

P [U<u,]=Q! 

Since the distribution of U is symmetrical around Zero, u, = - u1 _ cy. 

We therefore have : 

P[U>u,]= 1 -a 

P[-u,-,,2<lJ<U,-a/2]= 1 -a 

Probabiiity density of U (standardized normal distribution) 

Two-sided case One-sided cases 

3) o/fi is the Standard deviation of the mean X, in a Sample of n observations. 

4) For convenience in application, values of u1 -&/fi and u _ t 01,2/fi are given in table 1 of annex 5 for a = 0,05 and 
a! = 0,Ol. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE A’ - Comparison of a mean with a given value (variance unknown) 

Technical characteristics of the population studied (5) . . . . . . . . . . D . . . . . . . . . . , 

Technical characteristics of the Sample items (5) . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6). . . . . . . . . . . . . . . . . . . . . . . . . e . . , . . . 

Statistical data 

Sample size : 

n= 

Sum of the observed values : 

cx = 

C (x - E)2 Zx2 - (Cx)% 

Sum of the squares of the observed values : 

cx2 = 

Given value : 

m. = 

Degrees of freedom : 

V =n-1 

Significance level Chosen (8) : 

Cl= 

Resul ts 

Comparison of the population mean with the given value m. : 

Two-sided case : 

The hypothesis of the equality of the population mean to the given value (null hypothesis) is rejected if : 

IX --mol > [tl -cy/201fi] s 

One-sided cases : 

a) The hypothesis that the population mean is not smaller than m. (null hypothesis) is rejected if : 

X<mo-- [t, -&Nfi ] s 

b) The hypothesis that the population mean is not greater than m. (null hypothesis) is rejected if : 

Z>mo + [tl-JvVfi]s 

NOTE - The numbers (5), (6) and (8) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The signif icance 
hypothesis is true. 

leve I a (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 

2) t(v) Stands for Student’s variate with v = n - 1 degrees of freedom : the value t,(v) is defined by 

P [t(v) < t&)] = Cl 

Since the distribution of t(v) is symmetrical around Zero, t,(v) =- tl -,(v). 

We therefore have : 

P [t(v) > tJv)] = 1 -0 

Wtl-Cu2 (v) < t(v) < t,-,/2(V)] = 1 -cI1 

Probability density of Student’s t(v) with v = n - 1 degrees of freedom 

q44 = - t1 - Q/2M t1 - cy/2(zJ~ 

Two-sided case 

t1 - & . ’ t&) = - t1 -Q(V) 

One-sided cases 

3) o*/fi is the estimated Standard deviation of the mean x, in a Sample of n observations. 

4) For convenience in application, values of t, -(~/~(v)/fi and t, - a(v)/fiare given in table I Ib of annex 5 for 0 = 0,05 
and CI = 0,Ol 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE 5 - Estimation of a mean (variance known) 

Technical characteristics of the population studied (5) . . . . . . . . . I . . . U . . = . . . . ~ 

Technical characteristics of the Sample items (5) . . . . . . . . . . . . . . . e . . . q . . . . 

Discarded observations (6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Sample size : 

n= 

Sum of the observed values : 

cx = 

Known value of the population variance : 

02 zz 

Or Standard deviation : 

CJ- 

Confidence level Chosen (7) : 

Resul ts 

Estimation of the population mean m : 

Two-sided conf idence interval : 

x-[ul-*/2 l~]o<m<Z+[ul-,,21Jn]o 

One-sided confidence intervals : 

m<x+[ul-alfi](5 

or 

NOTE - The numbers (5), (6) and (7) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The confidence level 1 - ~1 (see 5 7 of the “General remarks”) is the probability that the confidence interval covers the 
true value of the mean. 

2) U Stands for the standardized normal variate : the value u, is defined by : 

P [U < ucu] = a! 

Since the distribution of U is symmetrical around Zero, u, = - u1 _ Q! 

We therefore have : 

P[U>uJ= l-a! 

pc-u,-a/2 <u<u,-,,2]= 1 -a 

Probability density of U (standardized normal distribution) 

Two-sided case One-sided cases 

3) Q/G is the Standard deviation of the mean X, in a Sample of n observations. 

4) For convenience in application, values of u _ 1 &i2/fi and u1 -&/+ are given in table I sf annex 5 for a = 0,05 and 
cI1= 0,Ol. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE B’ - Estimation sf a mean (variance unknown) 

Technical characteristics of the population studied (5) . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of the Sample items (5) . . . . . . . . . . . . . . . . . . . . . . . m 

Discarded observations (6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Sample size : 

n= 

Sum of the observed values : 

cx = 

Sum of the squares of the observed values : 

2x2 = 

Degrees of freedom : 

v=n--1~ 

Confidence level Chosen (7) : 

l--Cl!= 

[t, -cr,2b)jfi] s = 

Resul ts 

Estimation of the population mean m : 

Two-sided conf idence interval : 

x- [t1-01/2bVfi]s~m 07 + [tl-a!2(~)lJGj~ 

One-sided confidence intervals : 

m<i + [t,-Jv)l&js 

or m>F-[t+&)/fi]s 

NOTE - The numbers (51, (6) and (7) refer to the corresponding paragraphs of the “General remarks”. 
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Comments 

1) The confidence level 1 -a (see 3 7 of the “General remarks”) is the probability that the confidence interval covers the 

true value of the mean. 

2) t(v) Stands for Student’s variate with v degrees of freedom; the value t,(v) is defined by 

P [t(v) < t&)] = o! 

Since the distribution of t(v) is symmetrical around Zero, t,(v) = - t, _ Jv). 

We therefore have : 

p [t(v) > t,(v) 

p I- t1 -d2 (24 < t(v) < t 

Probabiliw density of Student’s t(v).tith v = n - 1 degrees of f reedom 

Two-sided case One-sided cases 

3) a*/& is the estimated Standard deviation of the mean X, in a Sample of n observations. 

4) For convenience in application, values of t, -@i2(v)/fi and t, -Q1 (v)/fi are given in table Ilb of annex B for 
ct = 0,05 and cy = 0,Ol. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE C - Comparison of two means (variances known) 

Technical characteristics (5) 
( 

of population 1 . . . . . . . . . . s . . . . . . . . . . . . . 
of population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of 
the Sample items taken (5) 1 

in population 1 . . . . . . . . . . . ? . . . . . . . P . . . . 
in population 2 . . . . . n . . I . . m . . . . . . . . . . a . 

Discarded observations (6) 

1 

in Sample 1 . . . . . . . . . . . . . . . m . . . . . . . . . 
in Sample 2 . . . . . . . D . . . . . . . . I . e . . . . . . 

Size 

Sum of the observed values Izx, = cx* = 

Known values of the variances 
of the populations 

Significance level Chosen (8) : 

a= 

Results 

Comparison of the two population means : 

Two-sided case : 

The hypothesis of the equality of the means (null hypothesis) is rejected if : 

12, -x,l > q -a,2Q 

One-sided cases : 

a) The hypothesis that the first mean is not smaller than the second (null hypothesis) is rejected if : 

x, c Ji2 - llj -&Jd 

b) The hypothesis that the first mean is not greater than the second (null hypothesis) is rejected if : 

x, > x2 + Ul --aod 

NOTE - The numbers (5), (6) and (8) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The significance level a (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 
hypothesis is true. 

2) U Stands for the standardized normal variate : the value U, is defined by : 

Since the distribution of U is symmetrical around Zero, U, = - u1 _ &. 

We therefore have : 

P[U>u,]= 1 -Q! 

P[-u,-a,*<U<U,-(y/2]= 1 -a 

Probability density of U (standardized normal distribution) 

f(u) f(u) f(u) 

Two-sided case One-sided cases 

J 
o* o2 

3) Od = -J-+-J- is the Standard deviation of the differente d = X, -X2 of the means of the two samples of n1 and n2 

“1 n2 

observations respectively. 

4) The values u1 -cu/2 and ul _ a must be read for a! = 0,05 and a! = 0,Ol on the line n = 1 of table 1 of annex B. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE 6’ - Comparison of two means (variances unknown, but may be assumed equal) 

The hypothesis of the equality of the variances of the tvvo populations tan be tested as indicated in table G. 

Technica I characteristics (5) 

I 

of population 1 . . . . . . .., . . . . . . . . . . . . . . . . . 
of population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of 

i 

in population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
the Sample items taken (5) in population2 . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6) 
l 

insample 1. . . . . . . . . . . . . . . . . . . . . . . . . . 
in Sample 2. . . . . . . . . . . . . . . . . . . . . . . . . . 

Size 

Sum of the observed values 

Sum of the squares of the 
observed values 

Degrees of freedom V =nl +n2-2= 
nl + n2 - 2 

Significance level Chosen (8) : 

a= 

Results 

Comparison of the two populations means : 

Two-sided case : 

The hypothesis of the equality of the means (null hypothesis) is rejected if : 

IX, -&I > t, --Q,&4+j 

One-sided cases : 

a) The hypothesis that the first mean is not smaller than the second (null hypothesis) is rejected if : 

i-, <F* - tl -(-&d &j 

b) The hypothesis that the first mean is not greater than the second (null hypothesis) is rejected if : 

y, >F- + tj w,(v) sd 

NOTE - The numbers (51, (6) and (8) refer to the corresponding Paragraphs of the “General remarks”‘. 
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Comments 

1) The significance level CY (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 
hypothesis is true. 

2) t(v) Stands for Student’s variate with v = n1 i- n2 - 2 degrees of freedom; the value fa (v) is def ined by : 

P [t(v) < &Jv)] = QI 

Since the distribution of t(v) is symmetrical around Zero, tJv) = - t, -,(v). 

We therefore have : 

P [t(v) > tJv)] = 1 -0 

Wh-Cu2 (v) < t(v) < t, -&,2 (4 = 1 - CI 

Probability density of Student’s t(v) with v = “1 + IQ-- 2 degrees of freedom 

f(t) f(t) f(t) 

Two-sided case One-sided cases 

3) 0; is the estimated Standard deviation of the differente d = X, -x2 of the means of the two samples of nl and n2 
observations respectively. 

4) The values t 1 -a,2(~) and tl _,(v) are given in table I Ia of annex 5 for Q! = 0,05 and at = 0,Ol. 

EXAMPLE : see section tvvo, “Explanatory notes and examples”. 
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TABLE D - Estimation of the differente of two means (variances known) 

Technical characteristics (5) 
of population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
of population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of 

l 

in population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
the Sample items taken (5) in population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6) 
I 

in Sample 1. . . . . . . . . . . . . . . . . . . . . . . . . . 
in Sample 2. . . . . . . . . . . . . . . . . . . . . . . . . . 

Size 

Sum of the observed values 

Known values of the variances 
of the populations 

Confidence level Chosen (7) : 

l--a!= 
Ul -a/2Od = 

Resul ts 

Estimation of the differente of the two populations means m, and m2 : 

Two-sided confidence interval : 

(“1 
-m2)* =X, -X2 = 

k, - i2) -Ul -a/20d < ml -m2 < (XI -&) + Ul _ a/20d 

One-sided confidence intervals : 

ml -m2 < (Fl -22) +U,-@d 

or m1 -m2 > (Fl --z2) -Ul -@od 

NOTE - The numbers (5), (6) and (7) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The confidence level 1 -c1: (see 5 7 of the “General remarks”) is the probability that the calculated confidence interval 
covers the true value of the differente between the means. 

2) U Stands for the standardized normal variate : the value u, is defined by : 

P[U<u,]=a 

Since the distribution of U is symmetrical around Zero, u, = - u1 -Q. 

We therefore have : 

P[U>u,]= 1 -a 

P[-u,-,,,<u<u,-,,,]= l-0 

Probability density of lJ (standardized normal distribution) 

Two-sided case One-sided case 

is the Standard deviation of the differente d = 2, -x2 between the means of the two samples of n1 and 

n2 observations respectively. 

4) The values u, _ cuj2 and ul -& must be read for a = 0,05 and CY = 0,Ol on the line n = of table 1 of annex B. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE D’ - Estimation of the differente of two means (variances unknown, but may be assumed equal) 

The hypothesis of the equality sf the variances of the two populations tan be tested as indicated in table G. 

Technical characteristics (5) 
sf population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
of population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of in population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
the Sample items taken (5) 

1 
in population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6) 

1 

in Sample 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 
in Sample 2. . . . . . . . . . . . . . . . . . . . . . . . . . 

Size 

Sum of the observed values 

Sum of the squares of the 
observed values 

Degrees of freedom V =nl +n2-2= 

Confidence level Chosen (7) : 

l--Cl!= 

Resul ts 

Estimation of the differente of the two populations means ml and m2 : 

Two-sided conf idence interval : 

(“1 -n-j*)* =p, -X, = 

(X, -X,) - tl -&/&d sd < ml -m2 < (21 -KZ) + tl -&v) sd 

One-sided confidence intervals : 

l ml 
-m2 < (X, 472) + tJ -,bd $j 

or m1 -m2 > (Fl -& - tl&v) sd 

NOTE - The numbers (5), (6) and (7) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The confidence level 1 -a! (see 8 7 of the “General remarks”) is the probability that the calculated confidence interval 
covers the true value of the differente between the means. 

2) t(v) Stands for Student’s variate with v = nl + n2 - 2 degrees of freedom; the value t,(v) is defined by 

P[t(v)<t,(v)]=a 

Since the distribution of t(v) is symmetrical around Zero, t&) = - tl _ ,(v). 

We therefore have : 

P[t(v) > tJv)] = 1 -a 

< p [- tj - *,2 (4 < t(v) < t, -Q,&4 J = 1 - a 

Probability density of Student’s t(v) with v = “1 + 172 - 2 degrees of freedom 

t(v) 
t,/*(V) = - t1-Q&4 tl --Cu/2 (4 

Two-sided case One-sided cases 

3) qZj is the estimated Standard deviation of the differente d = Tl -22 between the means of the two samples of nl and n2 
observations respectively. 

4) The values t I -a,2(~) and tl -,(v) are given in table I Ia of annex B for Q = 0,05 and cy = 0,Ol. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE E - Comparison of a wariance or of a Standard deviation with a given walue 

Technical characteristics of the population studied (5) . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of the Sample elements (5) . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Statistical data 

Sample size : 

n= 

Sum of the observed values : 

cx = 

Sum of the squares of the observed values : 

cx* = 

Given value : 

0; = 

Degrees of freedom : 

v=n-1~ 

Significance level Chosen (8) : 

a= 

Results 

Comparison of the population variance with the given value CJ$ : 

Two-sided case : 

The hypothesis that the population variance is equal to the given value (null hypothesis) is rejected if : 

One-sided cases : 

c (x -xp 

4 

< x~,2bl or 
c wP>x2 

0 
i-Q!/2 v 

( ) 

a) The hypothesis that the population variance is not larger than the given value (null hypothesis) is rejected if D 

z(x-x)2>x2 
4 

1-a v 
( ) 

b) The hypothesis that the population variance is not smaller than the given value (null hypothesis) is rejected if : 

c (x -XI2 < x2(v) 
0; 

CY 

NOTE - The numbers (5), (6) and (8) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The significance level a (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 
hypothesis is true. 

2) x*(v) Stands for the x* variate with v degrees of freedom; the value x:(v) is defined by 

p [XW < x; bd] = (2 

We therefore have : 

P[p(v)>&v)]= 1 -a 

P [&*b) <xw < x:-01,2b4] = 1 -a 

Probability density of x*(v) with v = n - 1 degrees of freedom 

fo?) f(x2) f(x2) 

Two-si ded case One-sided cases 

3) The values xQ(v), XT - ,(v), XG12(v) and X;-a12 (v) are given in table Il I of annex B for a = 0,05 and cy = O,Ol. 

EXAMPLE : see section two, “‘Explanatory notes and examples”. 
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TABLE F - Estimation sf a wariance or of a Standard dewiation 

Technical characteristics sf the population studied (5) . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of the Sample items (5) . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Sample size : 

n= 

Sum of the observed values : 

cx = 

Sum of the squares of the observed values : 

2x2 = 

Degrees of freedom : 

v=n -l= 

Confidence level Chosen (7) : 

l-a- 

Results 

Estimation of the population variance 02 : 

Two-sided conf idence intervall ) : 

One-sided conf idence intervalsl ) : 

2: (x-x)*<c12<c (x-x)2 
2 

XI-cY/2 v ( 1 x& b-4 

02 < 
W x-X)* 

XQ (v) 

or ** > z (X-W 

XT-Jvl 

1) The Limits of the confidence intervals of the Standard deviation CJ are the Square roots of the limits of the confidence intervals of the 
variance 0*. 

NOTE - The numbers (5), (6) and (7) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

‘?) The confidence level 1 -a (see 5 7 of the “General remarks”) is the probability that the calculated confidence interval 
covers the true value of the variance. 

2) x’(v) Stands for the x* variate with v = n - 1 degrees of freedom; the value X:(V) is defined Iby 

p [Pb) < XQbl] = a 

We therefore have : 

p [x2b4 > x;(v)] = 1 -a 

p IX:,* (4 < XW) < x: -&/2 (VI] = 1 -a 

Probability density of x*(v) with v = n - 1 degrees of freedom 

Two-sided case 

3) The values X:(V), x:-Jv) 

EXAMPLE : see section two, 

One-sided cases 

f x:,, (4 and x:-*,* (v) are given in table Ill of annex B for Q = 0,05 and a! = 0,Ol. 

‘Explanatory notes and examples”. 
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TABLE G - Comparison od two variances or 04 two Standard deviations 

Technical characteristics (5) 
of population 3 . a . . . m m . . D . . a . . . . . I . . . . . 
of population 2 D . II . . S . . . , . . q . . . . . . . . . D . 

Technical characteristics of in population 1 LI . m . . . a . . m . . p . . . . m . . . . . . 
the Sample items taken (5) in population 2 . . . . . . . . D . m . . . . m . . II m . . . . 

Discarded observations (6) 
insample 1. D . a . . . , . . q . m V . . m . n . s . . . . . 
insample . . II . . . . . . . . . , . y m . a . . . a . . . 

Statistical data 

Size 

Sum of the observed values 

Sum of the squares sf the 
observed va 0 ues 

Degrees of freedom 

Significance levei Chosen (8) : 

o!= 

Wesul ts 

Comparison sf the population variances : 

Tvvo-sided case : 

The hypothesis of the equality of the variances (null hypothesis) is rejected if : 

s* 
I< 

1 s* 

SZ 
or 

6 - Cl!/2 (?b VI ) 
2 > Fl - (y/2 (q I y-2) 

2 

One-sided cases : 

a) The hypothesis that the first variance is not greater than the second (null hypothesis) is rejected if : 

s2 
--p~-Jv~t v,) 

2 

b) The hypothesis that the first variance is not smaller than the second (null hypothesis) is rejected if : 

s* 
y 

1 

2 F, -ab*, VI 1 

NOTE - The numbers (51, (6) and (8) refer to the corresponding paragraphs of the “General remarks”. 
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Comments 

1) The significance level Q! (see 5 8 of the “General remarks”) is the probability of rejecting the null hypothesis when this 
hypothesis is true. 

2) F(v,, v2) Stands for the variance ratio with vl = 17, - 1 and + = 17~ - 
defined by : 

1 degrees of freedom; the value F, (vl ! ~2) is 

We therefore have : 

P[F(v,,v*)>F,(v1,t>2)]= l-a! 

P[Fa(/*(V,,V2)<F(V,,V*)<F,-01,2(y,,V2)]= 1-a 

We also have : 

F&, 1 v2) = 
1 

Fl-&r Vl) 

Probability density of F(vl, ~2) with VI = I-I, - 1 and 212 = IQ - 1 degrees of freedom 

1 - - 
Fl -cu/2k?J "1) 

1 = 
Fl --Jv2, yl)- 

Two-sided case One-sided cases 

3) The values Fl - ai and Fl -cu/2 are given in table IV of annex B as functions of the numbers of degrees of freedom, for 

a = 0,05 and a = 0,Ol. The values F, and Falz may be derived as indicated above from the values Fl -Q and Fl -&/2. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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TABLE H - Estimation of the ratio of two variances or of two standard deviations 

Technical characteristics (5) 
of population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
sf population 2 . . . . . . . . . . . . . . . . . . . . . . . . 

Technical characteristics of in population 1 . . . . . . . . . . . . . . . . . . . . . . . . 
the Sample items taken (5) in population2 . . . . . . . . . . . . . . . . . . . . . . . . 

Discarded observations (6) 
insample 1. . . . . . . . . . . . . . . . . . . . . . . . . . 
insample2. . . . . . . . . . . . . . . . . . . . . . . . . . 

Size 

Sum of the observed values 

Sum of the squares of the 
observed values 

Degrees of freedom VI =n, -1 v2=/72-1 

Confidence level Chosen (7) : 

1 -a= 

Resuits 

Estimation of the ratio of the two population variances 0: and O$ : 

Twa-sided confidence intervall 1 : 

1 s* (7: 
J< 

S2 

Fl -Q!/2 

,<Fl-oi,2(v2.v,~ -+ 
(v,. v2) s; 2 s2 

Bne-sided conf idence intervalsl ) : 

o2 S2 cJ* 
--$<F-J-a(V?. vl)+ or --$ 

1 S2 1 

2 s2 
2 2 Fl-&,. ~2) s2 

1) The limits of the confidence intervals of the ratio of the Standard deviations 01 and 02 at-e the Square roots of the limits of the 
confidence intervais of the ratio of the variances 01 and 0 $= 

NOTE - The numbers (5), (6) and (7) refer to the corresponding Paragraphs of the “General remarks”. 
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Comments 

1) The confidence level 1 - CY (see 5 7 of the “General remarks”) is the probability that the calculated confidence interval 
covers the taue value of the ratio of the two variances. 

2) F(v, , v2) Stands for the variance ratio with vl = 17, - 1 and v2 = 17~ - 1 degrees of freedom; the value F,(v, , v2) is 
defined by : 

p [Fb,, v2) < F&, I y2)] = Q! 

We therefore have : 

P[F(vl,v2) >Fabl,v2)] = 1 -Q 

P [Fcu/2(v1 s v2) < UV,, ~~KF,-cu,~b,~ v,)]= 1 -Q 

We also have : 

FJV,, vz) = 
1 

Fl-&Pl) 

Probabiiity density of Fbl, v$, with VI = “1 - 1 and v2 = 172 - 1 degrees of freedom 

f(F) f(F) f(F) 

y2) 0 

I b!/2hv2) h- a/2(w v2) 

1 
= 

Fl -&!/2(V2t vl) 

Two-sided case 

1 = 
h - ir(v2, v,) 

One-sided cases 

3) The values Fl -cy and F l -cu/2 are given in table IV of annex B as functions of the numbers of degrees of freedom, 
for QJ = 0,05 and a = 0,Ol. The values Fey and F,,, may be derived from the values Fl -Q! and Fl -cy/2 as indicated above. 

EXAMPLE : see section two, “Explanatory notes and examples”. 
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SEC-i-ION I-WO : EXPkANATOl?Y NOTES AND EXAMPLES 

DNTRODUCTQRY RESVIARKS 

1) The tables given in section one of this International 
Standard set out formally twelve different procedures 
which tan be applied to data observed in samples in order 
to help answer a variety of questions regarding the larger 
population or populations from which it is supposed that 
the Sample(s) has (have) been randomly drawn. To add to 
the understanding of the more formal presentation given in 
tables A to l-l, the procedures will now be illustrated on 
numerical data consisting sf measurements of breaking load 
for two samples of yarn. The most important characteristics 
of the samples are printed beside the observations in 
table X. 

The unit in which the numerical data and the calculations 
results are expressed is the newton. 

TABLE X - Breaking Load sf yarn (in newtons) 

(For the me anings of the Symbols, see, 
for instance, table G) 

Sample sizes : 

n , =lO n2 =12 

Sum of observed values Cx : 

21,761 30,241 

lVlean values : 
- 

= 2,176 
- 

XI X2 = 2,520 

Sum of squares of observed values, 2x2 : 

48,610477 77,599609 

Sum of squares of differentes about means, Z(x -i;t)* : 

1,256 365 1,389 769 

Estimates of variance : 

sf = 0,139 60 s2=012634 2 I 

2) lt is not suggested that answers to the whole set of 
questions would ever be required in a given investigation, 
but to simplify the presentation it is convenient to use the 
same illustrative material in each case. As a result it seems 
only necessary to illustrate numerically the complete 
formal presentation of the twelve tables in two cases: the 
Single-Sample case sf table A and the two-Sample case of 
table C. 

In general the question or questions to be asked will be 
decided upon before the data are analyzed; indeed, it is best 
that they should determine the way in which the data are 
collected. However, a piot sf the observations which are to 
be used in the examples will illustrate the kind of question 
which may be of interest. Some of these are as follows : 

Allowing for Chance sampling fluctuations, are the means or 
the Standard deviations in the two samples consistent with 
the hypothesis that the two population means and/or 
Standard deviations are identical? 

If they are not identical, by how much may they differ? 

The procedures set out in tables A to l-l give an objective 
backing, in terms o-1’ probability Statements, to answers 
which may be suggested more tentatively by inspection sf 
Plots such as these. 

3) Since the procedures to be followed depend on the 
assumption that the populations sampled are approximately 
represented by the normal density function, which in 
standardized form has the equation 

-1 UL 
f(u) =; exp (--) 

a- 2 

as a start it is usually desirable to make a rough 
examination of this assumption, unless of course an 
adequate assurance of normality has been established from 
past examination of similar data. When the number of data 
is not very large, this examination may be made graphically 
used one of several alternative methods, two of which will 
be described here. Both involve arranging the observations 
in ascending Order of magnitudel), so that in a Sample of n 

observations, x; 

x, Gx, < . . . Gx, 

1) With quite simple modification, the obsewations could alternatively be arranged in descending Order of magnitude, i.e. xl > x2 2. . . 2 x,. 
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In the case of the second of the two samples of yarn given 
in table X, the twelve ordered observations are : 

2,104 - 2,222 - 2,247 - 2,286 - 2,327 - 2,367 - 
2,388 - 2,512 - 2,707 - 2,751 - 3,158 - 3,172 

These ordered observations are termed the “Order statistics 
of the Sample”, and in either method will be used as 
ordinates in the diagram to be plotted. The two methods 
differ in the abscissae used; in one, a), the expected values 
of the normal Order statistics, are taken; in the second, 
b), the plotting is done on so-called “normal probability 
Paper” and the Chosen abscissa is the expected value of the 
cumulative probability associated with the Order statistic. 

a) Use of expected values of normal Order statistics, 
say &ln) 

For random samples of size n from a standardized normal 
distribution (i.e. with mean zero and unit Standard 
deviation), these expected values, t(iln) are given in table V 
of annex B for n = 2(1)50, i = 1, 2, . . . . n/2 for n even and 
i = 1, 2, . . . . (n + 1)/2 for n odd. H.L. Harter tables’) give 
values of &+7) for n = l(1) 100 and afterwards for rather 
wider intervals up to n = 400. The remaining values are 
obtained by giving negative signs to the values tabled, i.e. 
the expected Order statistics for i = n, n - 1, n - 2, . . . . are 
those for i = 1, 2, 3, . . . . with signs reversed. If the twelve 
observed Order statistics are plotted as ordinates against the 
corresponding expected values &ln), i = 1, 2, . . . 12, the 
result is the diagram shown in figure 2. 

If the population distribution is strictly normal, the plotted 
Points should only diverge from a straight line through 
Chance sampling fluctuations. The slope of the line provides 
an estimate of the population Standard deviation. This 
straigh t line gives an approximate estimation of the 
population mean (Ordinate 2,52 of the abscissa Point 0,O of 
the straight line) and of its Standard deviation (slope of the 
straigh t line, let for example 0,355 = the differente of 
ordinates between the two Points of abscissa 1 and 0 of the 
straight line). 

b) Use of normal probability Paper 

lt is necessary to preface the description of this procedure 
with a few words about the nature of this Paper, which may 
usually be obtained from any firm selling ruled Papers 
having a variety of scales of grid. 

If X is a random variate from a population having 
mean = m, Standard deviation = o, and if U = (X -m)/o, it 
is clear that if we have n values of x;, and plot x; as Ordinate 
against ui as abscissa, the Points (ui, x;) will fall on a 
straight line which will have slope 0 and will pass through 
the Point with co-ordinates (0, m). ff the population 
sampled is normal having a density function F(u) as defined 

abov e, the uniform abscissa-sca 
prob ability scale, P(u), where 

Ie, u, may be repl aced by the 

s ui 
P(u;) = e-u2/2 du/fln 

-00 

The following table indicates certain corresponding values 
of IOOPandu. 

Figure 3 Shows a uniformly spaced vertical set of rules for 
x, while the horizontal rules are drawn against the scale of 
P(u), rather than the uniformly spaced scale u. In the 
Standard form of normal probability Paper the scale u is, in 
fact, omitted. 

In practice, of course, the population values of m and o will 
generally be unknown so that neither the ui or P(ui) 
corresponding to xi tan be determined. lt is, however, 
known that if repeated random samples of n observations 
are drawn from a normal population and the individual 
observations in each Sample arranged in ascending Order of 
magnitude, Xi being the ith Order statistic, then whatever be 
m and 0, the average or expected value of P(Xi) is equal to 
i/(n + l), that is it lies at a fixed Point on the P-scale. 

Given a Single Sample of size n, the graphical test fot- 
departure from normality, based on the use of normal 
probability Paper, consists therefore in 

d assigning to the vertical x-grid a suitable scale 
according to the observed range of values of x in the 
Sample; 

b) plotting the ith nor mal Order 
against Pi = i/(n + 1) as abscissa. 

statistic Xi as Ordinate 

1) Taken from H.L. Harter, Order Statistics and their Use in Testing and Estimations, Volume 2. 
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FIGURE 1 - Breaking load of yarn in samples 
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In those conditions, if the distribution is strictly normal, the 
quantilesxi with probability i/(n i- 1) of this distribution will 
be represented graphically by Points lying on the straight line 
passing through the Point with co-ordinates (0, an) and 
having a slope o. As a consequence, for a Single Sample, the 
Points with eo-ordinates [i/(n i- l), x;] will only diverge 
through Chance fluctuations from this line. 

0n the other hand, it is clear that in this second method of 
graphical representation, the mean Position of the Point 
representing x; will not lie on this straight line, although it 
will be very near to it’). 

In figure 3, the n = 12 ordered observations for the second 
of the two samples of yarn have been plotted, using a 
suitable x-scale, against abscissa P = 1/13, 2/13, . . .I 121’13. 
Bt will be seen that the spot Pattern in figure 3 is very 
closely similar to that in figure 2, but not precisely so, since 
$(il’l2) does not equal u(P; = 1713) exactly. 

The sloping straight line has been drawn using for the 
unknown population m and o, the Sample estimates 
j+ 2,520, s = 0,355. 

50th these graphical methods may be used if the 
hypothetical population is not normal but has some other 
form, for example that of a negative exponential, or a 
gamma (or ~2) distribution. But it will then be necessary to 
have 

a) another, appropriate table of the expected values of 
Order statistics, $(iln); or 

b) probability Paper with a vertical grid drawn to 
another scale. 

Such tables and Paper exist. 

An alternative graphical method sometimes employed 
combines elements of the two methods described under a) 
and b) above. Normal probability Paper is again used, the 
Order statistic of the Sample, x,, being plotted as ordinates 
against abscissa 

f ( [(iln) ) = Jl(iinle- U2/2 du/6 

instead of against P; = i/(n i- 1) as in method b). The values 

of IJ (&In) ) may be found by entering a table of the 
normal probability function with the values of t(ilra) given in 
table V. Again, if the population sampled is normal, the 
plotted Points will lie roughly on a sloping straight line. 

The weakness of the graphical method is that it provides no 
objective means of judging whether, as in this case, the 
departure of the Points from a straight line is important. As 
stated in Paragraph 4 of the “General remarks” introducing 

1) The amount by which the true line of mean 
the Sample variations about the means, t (iln). 

section one of this International Standard it is possible to 
apply the test of Shapiro and Wilk (provided n < 50), 
which was developed with the idea of giving precision to 
this graphical approach. This method will be described with 
others in more detail in a further document. If this test is 
applied to the observations on yarn 2 and also to the 
n = IO observations on yarn 1 it is found that in neither 
case are the results inconsistent with sampling from normal 
populations. 

4) The graphical method described may be particularly 
helpful in reaching a decision as to whether one of the 
transformations suggested in Paragraph 4 of the “General 
remarks” is likely to make a variable x more closely normal. 
As an example of this kind the following data are quoted 
for the results of a rotating bend fatigue test applied ao 
15 specimens of an aero-engine component. 

The variable, x, measures endurante. If the 15 values of 

a) x, 

b) log,&Ox). 

already arranged in ascending Order of magnitude, are 
plotted against the corresponding expected normal Order 
statistics &l15), i = 1, 2, . . ., 15 taken from table V of 
annex B, it is at once found (see figure 4) that the plot 
using logx is approximately linear, while that for x is 
decidedly not so. This suggests that in testing hypotheses, 
the analysis of the kind suggested in tables A, A’, C, C’, E 
and G showld be applied to logx rather than x. This 
Suggestion was confirmed by fuller test data. If, however, 
the requirement was to obtain confidence intervals, say, for 
the mean and Standard deviation of x, these could not be 
derived directly from the confidence intervals for the mean 
and Standard deviation of logx. l-lowever, tolerante limits 
for the whole population sf x could be found using log x as 
the variate. 

Rotating-bend fatigue tests, x and log1 o(lO x) 

s differs from the straight line is greatest j= 1 or n, but is even then smal I compared 
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5) Being satisfied, therefore, that it is appropriate to use 
the procedures described below for the analysis sf normally 
distributed variables, the only pieces of numerical 
information required from the samples are the number of 
observations, n (the Sample size), and the statistics C(x) and 
c(x -W)*. These, with their derived Sample estimates, the 
means m1 * = X,, m2 * = X2,and the variances CJ~ * = $ and 
$* =s* are set out beside the basic data in table X. As 
p:eviou& stated in illustrating the procedure contained in 
the twelve tables A to H, a complete formal presentation of 
data and computational workings will only be given for 
table A (Single-Sample test on the mean with variance 
known) and table C (comparison of two means, variances 
assumed known and not necessarily equal). In the other ten 
cases the illustration in the following notes will be confined 
to 

4 stating the question to be put to the data; 

b) inserting into the formulae of the formulae table the 
appropriate numerical values taken from table X and 
from tables I to IV of annex B; 

4 discussing the conclusion reached. 

6) The methods described above in tables C and C, 
concern the comparison of means derived from two 
completely independent samples. In certain situations, 
however, the observations in the two samples are related in 
pairs, say x; and y; (i = 1, 2, . . ., n). The Problem sf 

practical interest may then be to study the differentes 
di= yi-Xi, either in regard to the mean value or the 
variance of di. Problems of this kind will be considered fully 
in a further document. However, to avoid possible misuse 
of table C’ where table A’ should be used, an illustration of 
such a Problem is set out in annex A although no formal 
presentation of the procedure has been given in section one 
of this International Standard. 

7) Finally, it is possible to summarize the relationship 
between the situations presented in the twelve tables A to H 
and I to IV of annex B as follows : 

a) If 
betwee 

the 
n s 

question ask ed concerns the re lation ship 
ample and/or population means, and the 

variances are specified or believed known from past 
experience (tables A, B, C, D), then the procedures tan be 
based on the use of the standardized normal deviate U of 
table 8 of annex B; 

b) If on the other hand, when dealing with mean 
values, the variances must be estimated from the Sample 
data (tabtes A’, B’, C’, D’) then the procedure must be 
based on the use of the distribution of “Student’s” t of 
table ll of annex B. Inevitably in this case, conclusions 
are reached with somewhat less precision, but it is better 
that this should be so than that an erroneous value sf 
the variance or Standard deviation should be introduced 
under a) above. 

c) If the question asked concerns the relationship 
between a Sample variance and a population variance 
(tables E, F), then the procedures make use of the 
distribution of x* of table Ill of annex B; 

d) If it is desired to compare two variances or to derive 
an estimate of the Iimits within which the ratio of the 
two unknown population variances lies (tables G, H), 
then the procedure makes use of the distribution of the 
variance ratio I= (sometimes called Snedecor’s ratio) of 
table IV of annex B. 

NUMERICAL IILLUSTRN-ION OF PROCEDURES 

TABLE A - Comparison of a mean with a given value 
(variance known) 

Suppose it is necessary to examine whether the tests on the 
Sample of IO pieces 0% yarn (yarn 1 of table X) are 
consistent with the manufacturer’s Claim that the mean 
breaking load sf his yarn has a given value, m. = 2’40. lt 
will be supposed that earlier measurements have shown that 
the Variation from consignment to consignment, if not the 
mean value, is stable and may be represented by a Standard 
deviation of (T = 0,331 5. Following the scheme given in 
table A, the formal presentation of the numerical data 
would then be as follows : 
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Technical characteristics of the population studied : The batch consists of a consignment of cotton yarn received on 
1969-08-03 from supplier H consisting of 10 000 bobbins packed in 100 boxes with 100 bobbins in each. 

Technical characteristics of the Sample elements : 10 boxes were drawn at random and one bobbin drawn at random 
out of each of these boxes. Test pieces of 50 cm length of yarn were tut out from the bobbins at about 5 m distance 
from the free end. The actual tests were carried out on the central 25 cm of these test pieces, the breaking load in 
newtons being measured on each piece. 

Discarded observations : none 

Statistical data ’ 

Sample size : 

n = 10 

Sum of the observed values : 

Cx = 21,761 

Calculations 

z 
21,761 z-z 

10 
2,176 

Given value : Using table I of annex B, 

m0 = 2’40 

kJ 
Known value of the Standard deviation : 

0 = 0,331 5 

0975/fl)o= 0,620X 0,331 5=0,205 5 I 

Significance level Chosen : 

a = 0’05 

Results 

Comparison of the population mean with the given value m. : 

Two-sided case : 

lii - m. 1 = 12,176 - 2,401~ 0,224 > 0,205 5 

The hypothesis that the population mean equals 2’40 is rejected at the 5 % level. 

35 



ISO 2854-1976 (E) 

TABLE A’ - Compar 
(variance unk nown) 

ison sf a mean with a given value 

The Problem is the same as that described under table A, 
but in this case the variance must be estimated from the 
Sample, either because no earlier measurements are available 
or because it is thought that they are no longer appropriate. 
We apply the formal procedure of table A’ to the data of 
yarn 1, using the numerical values already given in table X. 

In this case o* = s = A/- = 0,373 6 and 
o*/~=O,1181,v=lO-1=9. 

Taking a two-sided test with Q! = 0'05, we find from 
table Ha of annex B that t0,g75(9) = 2,262, so that 
to,g75(o*k/iö) = 0,267. 

Comparing the Sample mean, X = 2,176 with the 
manufacturer’s claimed value of 2’40, we find 

IX -mol = 0,224 < 0,267 

lt follows that the Sample results are not inconsistent with 
the manufacturer’s Claim. Note that the Sample estimate of 
0, i.e. 0” = s = 0,373 6, is larger than that assumed in the 
illustration of table A (o = 0,331 5) and as a result we 
cannot now be confident that the population mean has 
fallen below 2’40. 

If it is preferred to use table Ilb, of annex B, giving 
values of the ratio t, _ a,2(~)/fi for v = n - 1 = 9, 
we must compare IT7 - mol with 

EtO,975 @hm” = 0,715 ~0,373 6 = 0,267, 
the same critical figure as obtained using table Ha. 

TABLE B - lnterval estimation sf a mean (variance 
known) 

In this case we do not test whether the population mean 
has a specified value m o, but seek Iimits within which the 
unknown true mean, m, lies. We then associate a 
probability 1 -CY with the Statement that the limits 
include m. 

The formal procedure of table B tan be applied to the data 
of yarn 1. lt will be supposed that it is again justifiable to 
use the population Standard deviation, derived from earlier 
measurements, i.e. that (T = 0,331 5. For a two-sided 
confidence interval associated with a probabi I ity 
1 -a = 0’95, we have 

37 = 2,176 

and (u. 975/m~a = , 0,620 x 0,331 5 = 0,205 5 

from table I of annex B. 
conf id ence interval for m is 

lt follows that the 95 % 

TABLE B’ - Interval estimation 0% a mean (variance 
unknown) 

The Problem is the Same as that just described except that 
the estimate o” = s is substituted for CJ and the probability 
Iimits of t(or t/G) are used instead of those for u/fi. 

Applying the procedure of table B’ to derive two-sided 
confidence Iimits for m, with 1 -CY = 0’95, using the Same 
Sample of yarn 1, we have n = IO, v = 9, x = 2,176, 
S = 0,373 6, to,975(sl++/iö) = 0,267 as in the illustration of 
table A’, so that the 95 % confidence interval derived from 
the Sample is given by the Statement : 

2,176 - O,267<m < 2,176 + 0,267 

or 1,909 <m < 2,443 

If it is desired to obta 
which greater confidence 
1 -Q! = 0’99. 

Then table lla of anr 

or, alternatively, table 

to,gg5(9)/fl = 1,028. 

in li m i ts, necess arily wide r, to 
tan be assigned, we could take 

lex B gives to,gg5(9) = 3,250 
Ilb sf annex B gives 

As a result, by either means we find 

to,gg&&höi = it0 I gg5/m s= 0,384 

The 99 % confidence intervat is now given by the Statement 

2,176 - 0,384 = 1,792 <m < 2,560 = 2,176 + 0,384 

This interval is clearly wider than that just derived using the 
scheme of table B, under which it was supposed that the 
variance was known. This is the penalty which must be paid 
for having to estimate the variance from a small Sample. On 
the other hand it may be safer to use an estimate derived 
from the Sample if there is any doubt whether the variance 
based on past experience is still relevant. 

TABLE C - Comparison of two means (variances known) 

This will be illustrated by comparing the means of the 
samples of yarn 1 and yarn 2 given in table X. lt is 
supposed that the population variances have been 
satisfactorily established from earlier measurements as 

o* 1 = 0,109 89, q = 0,331 5 

o* 2 = 0,096 85, o2 = 0,311 2 

2,176 - 0,205 <m < 2,176 -t- 0,205 5 
The formal presen 
be as follows : 

tation of the numerical data would then 
or 1,970<m<2,382 
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Technical characteristics of the population : 2 batches of yarn received on 1969-08-03 from supplier H and on 
1969-08-05 from supplier F, consisting of 10 000 and 12 000 bobbins respectively, packed in boxes of 100 bobbins. 

Technical characteristics of the samples : IO and 12 boxes, respectively, were drawn at random from each batch and 
one bobbin was drawn at random from each of these boxes. Test pieces of 50 cm length were tut at about 5 m distance 
from the free end of the bobbins sampled. The actual tests were carried out on the central 25 cm of these test pieces, 
the breaking load in newtons being measured on each piece. 

Discarded observations : none. 

Statistkai data 

Size : 

n= 

First Second 
Sample Sample 

10 12 

Calculations 

- 21,761 
XI =- = 2,176 

10 

Sum of the observed values : 

cx = 

- 30,241 

21,761 30’24 1 X2 = - = 2,520 
12 

Known value of the variance : 

(J2 = 0,109 89 0,996 85 
od =))=oJ381 

Significance level Chosen : 

a = 0’05 
u0,975 Od = 1,96X 0,138 1 = 0,271 

Results 

Comparison of the two population means : 

Two-sided case : 

(2,176 - 2,5201 = 0,344 > 0,271 

The null hypothesis that the means are equal is rejected at the 5 % level. The second type of yarn has the breaking load 
accepted as the largest. 

If we are not prepared to take so large a risk as 0’05, or 1 in 20, of being wrong in our conclusion, we may take 
a! = 0’01. We then have 

uo,gg50= 2,576 X 0,138 1 = 0,356 

Hence, for the two-sided case 

12,176 - 2’5201 = 0,344 < 0,356 

and we should not be able to reject the null hypothesis at the 1 % level. 
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TABLE C’ - Comparison of two means (variances 
unknown but may be assumed equal) 

The Problem differs from that last described because as will 
commonly happen it is not considered justifiable to accept 
the values af and 02 based on previous measurements. lt is 
therefore necessary to obtain an estimate of variance from 
the Sample data. The test is strictly valid only if the two 
unknown population variances are equal, but it will be very 
little in error, particularly if the Sample sizes nl and n2 are 
nearly equal, if we use the pooled estimate Q* quoted in 
table C’. 

The two samples of yarn given in table X will be used 
the table need not be repeated. In this case we have 

XI = 2,176 i2 = 2,520 

Sums of squares 
differentes abou 

of 
t mean : 

degrees of 
freedom 

1 st Sample 1,256 365 IO-l= 9 

2nd Sample 1,389 769 12-l=ll 

Total 2,646 134 22-2= 20 

Estimate o f the 
between XI and x2 

Standard deviation of the differente 

* 22 2,646 134 
Od = J -X = 10x12 20 0,155 7 

Using a two-sided test with a = 0’05, we have 

t0,975(20) 0; = 2,086 ~0,155 7 = 0,325 

8x1 -Z,I = 12,176- 2'5201 = 0,344>0,325 

The hypothesis of equal population means : m1 = m2 is 
therefore just rejected at the 5 % level. lt would not be 
rejected at the 1 % level. 

TABLE D - Estimation sf the differente of two means 
(variances known) 

In this case we do not test whether the two populations 
have a common mean value but use the two samples to 
estimate the differente between their two means, ml and 
m2. We obtain confidence Iimits for this differente, 

m -f77*/ associated with a probability 1 -a. 

The same data will again be used and it will be supposed 
that the variances 0: = 0,109 89 and 02 = 0,096 85 are 
known from previous measurements. The Standard 
deviation of the differente in Sample means, xa and p2, will 
again as in table C be od = 0,138 1, and 

u0,975°d = 1'96 ~0,138 1 = 0,271 

% -x, = - 0,344 

lt follows that the two-sided 95 % confidence interval for 

m-l -m2 is 

- 0,344 - 0,271 <ml -m2 <-0,344 + 0,271 

or 0,073<m2 -mj CO,615 

TABLE D’- Estimation of the differente of two means 
(variances unknown, but may be assumed equal) 

lt is required to estimate a confidence interval for the 
differente between the mean breaking loads of the two 
types sf yarn. In this case there are no acceptable values of 
0: and 02 based on past measurements, but assuming that 
the unknown variances are equal, or nearly so, we use the 
common value obtained from the pooled data, as derived 
above, namely 

* 
‘d = 0,155 7 

and proceed to find a two-sided confidence interval for 

m1 -m2. The procedure is as in table D except that od * is 
substituted for od and tc,g75(~) for ~0,975, giving 

to,975(20) 0; = 2,086 ~0,155 7 = 0,325 

This gives the inequality 

- 0,344 - 0,325 <mg -m2 <-0,344 + 0,325 

or 0,019<m2 -ml CO,669 

associated with a probability sf 1 -Q = 0’95. Note that in 
this case where the variance has to be estimated, the 
interval based on the f-distribution is somewhat wider than 
that found in the example illustrating table 19. 

TABLE E - Comparison of a variance with a given value 

The preceding examples have been concerned with 
relationships between Sample and population mean values. 
In the present example and in the three which follow it is 
the relationship between Sample and population variances 
or Standard deviations which are of interest. Take the 
10 observations of breaking load of yarn 1 from table X 
and ask whether these are consistent with the hypothesis 
that the population variance does not exceed a specified 
value of 00 = 0,090 0. 

This is the one-sided 
given in tabl e X, we h 

case a) of table E. Using the results 

C(x -3i)* 1,256 365 - - 
o* 

= 13'96 
0 0,090 0 

Reference to table Ill of annex B Shows that for degrees of 
freedom v = 9, the upper 5 % Point of x* is 16’92, so that 
the observed Sample variance is not inconsistent with the 
null hypothesis (that 02 < 0,090 0). Though the Sample 
variance, s: = 0,139 6 is a good deal larger than the 
specified value of 0,090 0, such a differente might weil 
occur through Chance in a Sample of only 10 observations. 
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TABLE F - Estimation of a variance 

The data of the Sample of yarn 1 may also be used to derive 
lower and upper confidence limits for the unknown 02. If 
we take 1 -a= 0’95, table I II of annex B gives for degrees 
of freedom v = 9. 

X;,O~&) = 2,700 

xo2,975(9) = 19’02 

C(x -jg2 1,256 3 - 

d.025 

- - = 0,465 3 
2,700 

c.(x -x)* 1,256 3 - - 
xg,975 

- = 0,066 1 
19’02 

and a probability of 0’95, or odds of 19 over 20, tan be 
associated with the Statement 

0,066 1 < 02 < 0,465 3, or 0,257 < o < 0,682 

If it were desired to obtain limits, necessarily wider, for 
which the probability of including the unknown variance 
were greater, for example 0’99 instead of 0’95, values of 

x;005w and x$gg@) could be obtained from table I II 
of annex B. The confidence limits now become 

0,053 26 < 02 < 0,724,or 0,231 < o < 0,851 

TABLE G - Comparison of two variances 

lt is required to determine whether the results for the 
samples of yarn 1 and yarn 2 given in table X are consistent 
with the hypothesis that the two populations have a . 
common but unspecified breaking-load variance, 0: = a$. 

TABLE X gives 

VI =lO-1=9,v*=12-l=ll 

s: =0,139 6O,s$ = 0,126 34 

lt follows that F = s2/s2 = 1 10 12 ’ 

From 
that 

table IV of annex B we find by rough interpolation 

Fl-,&,J*) =Fo,g75(9,11) =3,6 

Fa/*bQ v2) = 11Fo,g75(11,9) = 1/4,0= 0'25 

The observed ratio of 1’10 lies weil within these limits so 
that there is no reason to doubt the hypothesis that 
o2 1 = 02. 

TABLE H - Estimation of the ratio of two variances 

Taking the two samples of breaking load in yarn (data in 
table X) limits are required for the ratio of population 
variances, a+* 2' 

Besides the approximate values 

Fo,g75(91 11) = 3,6 

F,,,,,(9, 11) = 0'25 

already obtained by in terpolation in table IV 
the preceding examp 16 we tan similarly find 

Fo,gg& 11) = 5,6 

of annex B in 

F,,,,,(% 11) = 

1 1 

= -= 0,16 
Fo,gg5(11,9) 6,4 

The rule of table H therefore provides the following 
confidence intervals, since s:/s$ = 1’10 

Confidence 
level 

Limits for ratio of population 
variances o:/o$ 

1 
0'95 --x 1,10=0,31<0~/0~<4,4=4x1,10 

' 

or 0’56 < q Io2 < 2’1 

1 
0'99 5xl,10=0,20<o~/o,2<7,0=6,4x1,10 

' 

or 0’45 < o1 Io2 < 2’6 

Again it will be noted that for samples as small as 10 and 12 
the limits associated with a confidence level of 0,95 or odds 
of 19 over 20 are very wide. If greater assurance still is 
needed (Odds of 99 over 100) that the limits will include the 
unknown true ratio, the limits for the ratio of variances are 
so wide as to be almost valueless, although expressed as a 
ratio of Standard deviations they do not appear so extreme. 
In other words, much larger samples are needed to estimate 
a ratio of variances, or indeed a Single variance, with any 
degree of accuracy. 
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ANNEX A 

COMPARISOM OF PAIRED 05SERVATIONS USING STUDENT’S t-TEST 

In connection with the procedure illustrated under the 
headings of tables C’ and D’, it is sf importante to note that 
a different procedure has to be used when the two sets of 
values, say x; and y;, are not independent, but paired. This 
for example is the case if a Single Sample sf n items is drawn 
from a population and two observations of the Same 
Character are made on each Sample element, i, an 
Observation x; and an Observation y; (i = 1, 2, . . ., n). 
Usually the latter Observation is made after some treatment 
has been applied and the former before or without the 
application of treatment. Detecting a differente between 
the means of the two variates then amounts to assessing an 
effect of the treatment (or differente in treatments) on the 
Character studied. 

The data tabled below were collected in an investigation 
designed to determine whether the average rate of shaft-wear 
caused by various bearing metals in an internal combustion 
engine differed between metals. 

(Data from W.E. Duckworth, Statistical Techniques in 
Technological Research, published by Methuen and Co.) 

Shaft-wear after a given working time in 0.000 1 in 

Trial Wear with 

4 white metal (Xi) topper lead (Vi) dj = yj - Xi 

1.5 3.5 2.0 
2 1.3 2.0 0.7 
3 4.5 4.7 0.2 
4 2.5 2.8 0.3 
5 4.5 6.5 2.0 
6 1.7 2.2 
7 1.8 2.5 
8 3.3 5.8 
9 2.3 4.2 

Totals 23.4 34.2 

ff these data are treated as two completely 
samples of n = 9 observations following the 
table C’, it is found that 

X= 2,60, IZ(X-X)~ = 12,16 

v = 380, Z(y - jij2 = 20,84 

Following the procedure of table C’, we find 

0.5 
0.7 
2.5 
1.9 

10.8 

independent 
procedure of 

1 Zl 
i 

12,16 + 20,84 2 
t= , 

16 
* -= 1,77 

x9 

With v = 16 degrees of freedom, table I Ia of annex B gives 
for Cu/2 = 0,025, tl -Q/2 = 2,12, so that the differente in 
means is not significant at the 5 % level (two-sided test). 

However, as is clear from a comparison of corresponding 
values Xi and y; in the table, the observations are correlated 
in pairs. To eliminate possible effects due to differentes in 

rate of wear on different shafts, the experiment was 
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designed so that in each engine a white-metal bearing and a 
topper-lead bearing were tested together on the Same shaft. 
This means that the (Xi, Vi) form nine pairs, each derived 
from metals tested under as nearly the same conditions as 
possible. 

It may be assumed that the common contribution to Xi 
and yj due to the two metals being tested together on the 
Same, ith, shaft may be represented by an additive term zj 
so that 

xi = Zi + Vj, yj = Zj + Wj 

where Vi and Wi are independent normally distributed 
Chance variables, that is to say 

di= yi-Xj= Wi-Vi 

will be normally distributed. The hypothesis tested is that 
the mean shaft-wear is independent of the metal selected, 
i.e. if the differentes di, vary only from Chance Causes 
about a mean of zero. To examine this hypothesis we apply 
the Single-Sample t-test as in table A’. The nine values of dj 
are shown in the last column of the table above, and we 
find 

d= 10,819 = 1,2 

Z(di-dj2 = 6#26 

sd = ++/6,26/8 = 0,884 6 

Hence, t = 
(d- o,fi 

= 1,2 x 310,884 6 = 4,07 
“d 

From table I Ia, with Y = 9 - 1 = 8 degrees of freedom, it is , 
seen that tl -cul2 = 3,35 for a/2 = 0,005 so that the 
differente between the mean wear rates of the two metals is 
now shown to be highly significant, the wear rate for the 
topper lead being clearly the greater. 

In the same way a narrower confidence interval for the 
mean differente between wear rates could be obtained 
using the paired differentes and the procedure of table B’, 
rather than following that of table D’. 

Note that if the additive relations Xi = Zj + Vi, yj = zj + wi 
are true or approximately true, there is no need for the 
“shaft effects”, Zj, to be normally distributed, as z vanishes 
in taking the differentes. Qf course, in the case of 
comparing the two yarns, this pairing would not be 
possible. Suppose, however, that it had been wished to 
compare the effect of two different treatments on the Same 
yarn, the breaking loads could have been determined by 
giving the two treatments in pairs to short lengths of yarn 
tut off close together. In this way the effect of possible 
long-term fluctuations in strength along the whole length of 
the yarn (represented by the term zj) could be largely 
eliminated and the test made more sensitive to a real 
treatment differente. 
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ANNEX B 

STATISTICAL TABLES 

TABLE I - Values of the ratio u1 _ ,/fi 

TABLE lia - Fractiles of Student’s distribution 

TABLE Ilb - Values of the ratio tl -&)/& for v = n - 1 

TABLE I I I - Fractiles of the chi-squared distribution 

TABLE IV - Upper percentage Points of F 

TABLE V - Expected values of normal Order statistics, E(iln) 
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TABLE I - Values of the ratio q _ Jfi 

n 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

41 

51 

61 

71 

81 

91 

101 

201 

501 
00 

Two-sided case 
-- __.__.. - --- -----~ 

Uo,97 5 

d- n 

1,960 

1,386 

1,132 

0,980 

0,877 

0,800 

0,741 

0,693 

0,653 

0,620 ’ 

0,591 

0,566 

0,544 

0,524 

0,506 

0,490 

0,475 

0,462 

0,450 

0,438 

0,428 

0,418 

0,409 

0,400 

0,392 

0,384 

0,377 

0,370 

0,364 

0,358 

0,352 

0,306 

0,274 

0,251 

0,233 

0,218 

0,205 

0,195 

0,138 

0,088 

0 

“0,995 

J- n 

2,576 

1,821 

1,487 

1,288 

1,152 

1,052 _ 

0,974 

0,911 

0,859 

0,815 

0,777 

0,744 

0,714 

0,688 

0,665 

0,644 

0,625 

0,607 

0,591 

0,576 

0,562 

0,549 

0,537 

0,526 

0,515 

0,505 

0,496 

0,487 

0,4 78 

0,470 

0,463 

0,402 

0,361 

0,330 

0,306 

0,286 

0,270 

0,256 

0,182 

0,115 

0 

0 ne-sided case 

“0,95 

J- n 

1,645 

1,163 

0,950 

0,822 

0,736 

0,672 

0,622 

0,582 

0,548 

0,520 

0,496 

0,475 

0,456 

0,440 

0,425 

op41 1 

0,399 

0,388 

0,377 

0,368 

0,359 

0,351 

0,343 

0,336 

0,329 

0,323 

0,317 

0,311 

0,305 

0,300 

0,295 

0,257 

0,230 

0,211 

0,195 

0,183 

0,172 

0,164 

0,116 

0,073 

0 

Uo,99 

d-- n 

2,326 

1,645 

1,343 

1,163 

1,040 

0,950 

0,879 

0,822 

0,775 

0,735 

0,701 

0,67 1 

0,645 

0,622 

0,601 

0,582 

0,564 

0,548 

0,534 

0,520 

0,508 

0,496 

0,485 

0,475 

0,465 

0,456 

0,448 

0,440 

0,432 

0,425 

0,418 

0,363 

0,326 

0,298 

0,276 

0,258 

0,244 

0,231 

0,164 

0,104 

0 
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TABLE Ha - Fractiles of Student’s disttibution 

V 

1 

2 

3 
4 

5 

6 

7 

8 

9 

10 

11 

12 

13 
14 

15 

16 

17 

18 
19 
20 

21 
22 

23 

24 

25 

26 
27 

28 

29 

30 

40 

60 

120 
00 

Two-sided case One-sided case 

t0,975 t0,995 t0,95 t0,99 

12,706 63,657 6,314 31,821 , 

4,303 9,925 2,920 6,965 

3,182 5,841 2,353 4,541 

2,776 4,604 2,132 3,747 

2,571 4,032 2,015 3,365 

2,447 3,707 1,943 3,143 

2,365 3,499 1,895 2,998 

2,306 3,355 1,860 2,896 

2,262 3,250 1,833 2,821 
2,288 3,169 1,812 2,764 

2,201 3,106 1,796 2,718 

2,179 3,055 1,782 2,681 

2,160 3,012 1,771 2,650 

2,145 2,977 1,761 2,624 
2,131 2,947 1,753 2,602 

2,120 2,921 1,746 2,583 

2,110 2,898 1,740 2,567 
2,101 2,878 1,734 2,552 
2,093 2,861 1,729 2,539 
2,086 2,845 1,725 2,528 

2,080 2,831 1,721 2,518 
2,074 2,819 1,717 2,508 

2,069 2,807 1,714 2,500 
2,064 2,797 1,711 2,492 
2,060 2,787 1,708 2,485 

2,056 2,779 1,706 2,479 

2,052 2,771 1,703 2,473 

2,048 2,763 1,701 2,467 
2,045 2,756 1,699 2,462 
2,042 2,750 1,697 2,457 

2,021 2,704 1,684 2,423 

2,000 2,660 1,671 2,390 

1,980 2,617 1,658 2,358 

1,960 2,576 1,645 2,326 

Taken from E.S. Pearson and H.O. Hartley, Biometrika 
Tables for Statisticians, Vol. I (1954). 

NOTE - For interpolation when v > 30, take z = 12O/v as 
argument. 

Example : 

v=40 z= 12o/v= 3 to,g75 = 2,021 
v = 60 z= 12o/v= 2 t0,975 = 2,000 

v= 50 z= 12O/v= 24 I t(-Jg75 = 2,021 - z (2,021 - 2) _ 

t0,97 5 = 2,008 

TABLE I Eb - Values of the ratio 

h -Cl! (dlJnfu3r v = n - 1 

Two-sided case 0 ne-sided case 

=n-1 
t0,975 t0,995 t0,95 t0,99 

J- n J- n J n J- n 

1 8,985 45,013 4,465 22,501 
2 2,434 5,730 1,686 4,021 
3 1,591 2,920 1,177 2,270 
4 1,242 2,059 0,953 1,676 
5 1,049 1,646 0,823 1,374 

6 0,925 1,401 0,734 1,188 
7 0,836 1,237 0,670 1,060 
8 0,769 1,118 0,620 0,966 
9 0,715 1,028 0,580 0,892 

10 0,672 0,956 0,546 0,833 

11 0,635 0,897 0,518 0,785 
12 0,604 0,847 0,494 0,744 
13 0,577 0,805 0,473 0,708 
14 0,554 0,769 0,4 55 0,678 
15 0,533 0,737 0,438 0,651 

16 0,514 0,708 0,423 0,626 
17 0,497 0,683 0,410 0,605 
18 0,482 0,660 0,398 0,586 
19 0,468 0,640 0,387 0,568 
20 0,455 0,62 1 0,376 0,552 

21 0,443 0,604 0,367 0,537 
22 0,432 0,588 0,358 0,523 
23 0,422 0,573 0,350 j 0,510 
24 0,413 0,559 0,342 0,498 
25 0,404 0,547 0,335 0,487 

26 0,396 0,535 0,328 0,477 

27 0,388 0,524 0,322 0,467 

28 0,380 0,513 0,316 0,458 

29 0,373 0,503 0,310 0,449 

30 0,367 0,494 0,305 0,44 1 

40 0,316 0,42 2 0,263 0,378 

50 0,281 0,37 5 0,235 0,337 

60 0,256 0,34 1 0,214 0,306 

70 0,237 0,314 0,198 0,283 

80 0,221 0,293 0,185 0,264 

90 0,208 0,276 0,174 0,248 

100 0,197 0,26 1 0,165 0,235 

200 0,139 0,183 0,117 0,165 

500 0,088 0,116 0,074 0,104 
00 0 0 0 0 
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TABLE I I I - Fractiles of the chi-squared distirbution 

V 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

x;,025 

0,001 

0,051 

0,216 

0,484 

0,831 

1,237 

1,690 

2,180 

2,700 

3,247 

3,816 

4,404 

5,009 

5,629 

6,262 

6,908 

7,564 

8,231 

8,907 

9,591 

10,283 

10,982 

11,689 

12,401 

13,120 

13,844 

14,573 

15,308 

16,047 

16,791 

Two-sided case 
--- 

x;,97 5 

5,023 

7,378 

9,348 

11,143 

12,833 

14,449 

16,013 

17,535 

19,023 

20,483 

21,920 

23,337 

24,736 

26,119 

27,488 

28,845 

30,191 

31,526 

32,852 

34,170 

35,479 

36,781 

38,076 

39,364 

40,647 

41,923 

43,194 

44,461 

45,722 

46,979 

0,0000393 

0,010 

- 0,072 

0,207 

0,412 

0,676 

0,989 

1,344 

1,735 

2,156 

2,603 

3,074 

3,565 

4,075 

4,601 

5,142 

5,697 

6,265 

6,844 

7,434 

8,034 

8,643 

9,260 

9,886 

10,520 

11,160 

11,808 

12,461 

13,121 

13,787 

4,995 

7,879 
10,597 

12,838 

14,860 

16,750 

18,548 

20,278 

21,955 

23,589 

25,188 

26,757 

28,300 

29,819 

31,319 

32,801 

34,267 

35,719 

37,156 

38,582 

39,997 

41,401 

42,796 

44,181 

45,559 

46,928 

48,290 

49,645 

50,993 

52,336 

53,672 

xO,O5 

0,004 

0,103 

0,352 

0,711 

1,145 

1,635 

2,167 

2,733 

3,325 

3,940 

4,575 

5,226 

5,892 

6,571 

7,261 

7,962 

8,672 

9,390 

ao,1aa 

10,851 

11,591 

12,338 

13,091 

13,848 

14,611 

15,379 

16,151 

16,928 

17,708 

18,493 

0 ne-sided case 
------- 

xg,95 

3,841 

5,99 1 

7,815 

9,488 

11,071 

12,592 

14,067 

15,507 

16,919 

18,307 

19,675 

21,026 

22,362 

23,685 

24,996 

26,296 

27,587 

28,869 

30,144 

31,410 

32,671 

33,924 

35,173 

36,415 

37,653 

38,885 

40,113 

41,337 

42,557 

43,773 

0,000 2 

0,020 

0,115 

0,297 

0,554 

0,872 

1,239 

1,646 

2,088 

2,558 

3,053 

3,571 

4,107 

4,660 

5,229 

5,812 

6,408 

7,015 

7,633 

8,260 

8,897 

9,542 

10,196 

10,856 

11,524 

12,198 

12,879 

13,565 

14,257 

14,954 

xo,99 

6,635 

9,210 

11,345 

13,277 

15,086 

16,812 

18,475 

20,090 

21,666 

23,209 

24,725 

26,217 

27,688 

29,141 

30,578 

32,000 

33,409 

34,805 

36,191 

37,566 

38,932 

40,289 

41,638 

42,980 

44,314 

45,642 

46,963 

48,278 

49,588 

50,892 

Taken from E.S. Pearson and H.O. Hartley, Biometrika Tables for Statisticians, Vol. l (1954). See note to table I Ia. 



ISO 28544976 (E) 

TABLE IV - Upper percentage Points of F 
Values of F 1 - cu(v,, v$, QI = 0,05 

4 6,39 
5 5,19 
6 4,53 
7 4,12 
8 3,84 

10 3,48 
12 3.26 
15 3,06 
20 2,87 
24 2,78 

30 2,69 
40 2,61 
60 2,53 

120 2,45 

4 

4 

9,60 
7,39 
6,23 
5.52 
5.05 

4,47 
4,12 
3,80 
3,51 
3,38 

3,25 
3,13 
3,Ol 
2,89 

5 

6,26 
5,05 
4,39 
3,97 
3,69 

3,33 
3.11 
2,90 
2,71 
2,62 

2,53 
2,45 
2,37 
2,29 

5 

9,36 
7,15 
5,99 
5,29 
4,82 

4,24 
3.89 
3,58 
3,29 
3,15 

3,03 
2,90 
2,79 
2,67 

6 7 8 10 12 15 20 24 30 40 60 

6,16 
4,95 
4,28 
3,87 
3,58 

3,22 
3,00 
2,79 
2,60 
2,51 

2,42 
2.34 
2.25 
2,17 

6,09 6,04 5,96 
4,88 4,82 4,74 
4,21 4,15 4,06 
3,79 3,73 3,64 
3,50 3‘44 3,35 

3,14 3,07 2,98 
2,91 2,85 2,75 
2,71 254 2.54 
2,51 2,45 2,35 
2,42 2,36 2,25 

2,33 2,27 2,16 
2,25 2,18 2,08 
2.17 2,lO 1,99 
2,09 2,02 1,91 

5,91 5,86 5,80 5,77 5,75 5,72 5,69 
4.68 4,62 4,56 4,53 4,50 4,46 4,43 
4,00 3,94 3,87 3,84 3,81 3,77 3,74 
3,57 3,51 3,44 3,41 3,38 3,34 3,30 
3.28 3,22 3,15 3,12 3,08 3,04 3,Ol 
2,91 2,85 2,77 2,74 2,70 2.66 2,62 
2,69 2,62 2,54 2,51 2‘47 2,43 2,38 
2,48 2,40 2,33 2,29 2,25 2.20 2,46 
2,28 2,20 2,12 2,08 2,04 1.99 1,95 
2,18 2,ll 2,03 1,98 1,94 1,89 1,84 
2,09 2,Ol 1,93 1,89 1,84 1,79 l,74 
2,00 1,92 1,84 1,79 1,74 1,69 1,64 
1,92 1,84 1,75 1,70 1,65 1,59 1,53 
1,83 1,75 1,66 1.61 1,55 1,50 1,43 

Values of F 1 -&, v2), a = 0,025 

6 8 10 1 12 15 20 24 

9,20 
6,98 
5,82 
5,12 
4,65 

4,07 
3,73 
3,41 
3,13 
2,99 

2,87 
2,74 
2,63 
2,52 

- 
9,07 
6,85 
5,70 
4,99 
4,53 

3,95 
3,61 
3,29 
3,Ol 
2,87 

2,75 
2,62 
2,51 
2,39 

8,98 8.84 8,75 8,66 8,56 8,51 
6,76 6,62 6.52 6,43 6,33 6,28 
5,60 5,46 5,37 5,27 5,17 5,12 
4,90 4.76 4,67 4,57 4,47 4,42 
4,43 4,30 4,20 4,lO 4,00 3,95 

3,85 3,72 3,62 3,52 3,42 3,37 
3,51 3,37 3,28 3,18 3,07 3,02 
3,20 3,06 2,96 2,86 2,76 2,70 
2,91 2,77 2,68 2,57 2,46 2,41 
2,78 2,64 2,54 2,44 2,33 2,27 

2,65 2,51 2,41 2,31 2,20 2,14 
2,53 2,39 2,29 2,18 2,07 2,Ol 
2,41 2,27 2,17 2,06 1‘94 1,88 
2,30 2,16 2.05 1,94 1,82 1,76 

Values of Fl -&, v2), Q! = 0,Ol 

6 7 8 10 12 15 20 24 

15,21 14,98 15,80 14,55 14,37 14,20 14,02 13,93 
10,67 10,46 10,29 10,05 9,89 9,72 9,55 9,47 

8,47 8,26 8,lO 7,87 7,72 7,56 7,40 7,31 
7,19 6,99 6,84 6.62 6,47 6,31 6,16 6,07 
6,37 6.18 6.03 5,81 5,67 5,52 5,36 5,28 

5,39 5,20 5,06 4,85 4,7l 4,56 4,41 4,33 
4,82 4,64 4,50 4,30 4,16 4,Ol 3.86 3,78 
4.32 4,14 4,00 3,80 3,67 3.52 3,37 3,29 
3,87 3,70 3,56 3,37 3.23 3,09 2,94 2,86 
3,67 , 3,50 3,36 3,17 3,03 2.89 2,74 2,66 

3‘47 3,30 3,17 2,98 2,84 2.70 2‘55 2,47 
3,29 3,12 2,99 2,80 2.66 2,52 2,37 2,29 
3,12 2,95 2,82 2,63 2,50 2,35 2,20 2,12 
2,96 2,79 2.66 2‘47 2,34 2,19 2,03 1,95 

Values of Fl -&, 4, CY = 0,005 

6 7 8 10 12 15 20 24 

21,97 21,62 21,35 20,97 20,70 
14,51 14,20 13,96 13,62 13,38 
11,07 10,79 10,57 10,25 10,03 

9,16 8,89 8.68 8,38 8,18 
7,95 7,69 7,50 7,21 7,Ol 

654 6.30 6,12 5.85 5.66 
5,76 5,52 5,35 5,09 4,91 
5,07 4,85 4,67 4,42 4.25 
4‘47 4,26 4‘09 3,85 3,68 
4,20 3,99 3.83 3,59 3,42 

3,95 3,74 3,58 3,34 3,18 
3,71 3,51 3,35 3,12 2.95 
3,49 3,29 3,13 2,90 2,74 
3,28 3,09 2,93 2,71 2,54 

20,44 20,17 20,03 
13.15 12,90 12,78 

9.81 9,59 9,47 
7,97 7,75 7,65 
6,81 6.61 6,50 

5.47 5,27 5,17 
4,72 4,53 4,43 
4,07 3,88 3,79 
3,50 3,32 3.22 
3,25 3,06 2,97 

3,Ol 2,82 2,73 
2,78 2.60 2,50 
2,57 2,39 2,29 
2,37 2,19 2,09 

8,41 
6,18 
5,Ol 
4,31 
3.84 

3,26 
2,91 
2,59 
2,29 
2,15 

2,Ol 
1,88 
1,74 
1,61 

40 

13,75 
9,29 
7,14 
5,91 
5,12 

4,17 
3,62 
3,13 
2,69 
2,49 

2,30 
2,ll 
1,94 
1,76 

5,66 
4,40 
3,70 
3,27 
2,97 

2,58 
2,34 
2,ll 
1.90 
1,79 

1,68 
1,58 
1,47 
1,35 

60 

8,36 
6,12 
4,96 
4,25 
3,78 

3,20 
2,85 
2,52 
2,22 
2,08 

1,94 
1,80 
1,67 
1,53 

8,31 
6,07 
4,90 
4,20 
3,73 

3,14 
2,79 
2,46 
2,16 
2,Ol 

1,87 
1,72 
1,58 
1,43 

60 120 

13.65 13,56 
9,20 9,ll 
7.06 6.97 
5.82 5‘74 
5,03 4,95 

4,08 4,00 
3.54 3,45 
3,05 2,96 
2,61 2,52 
2,40 2,31 

2,21 2,; 1 
2,02 1,92 
1,84 1,73 
1,66 1,53 

4 
5 
6 
7 
8 

10 
12 
15 
20 
24 

30 
40 
60 

120 

8,46 
6,23 
5,07 
4,36 
3,89 

3,31 
2,96 
2,64 
2.35 
2,21 

2,07 
1% 
1,82 
1,69 

30 

13,84 
9,38 
7,23 
5,99 
5.20 

4,25 
3.70 
3,21 
2,78 
2,58 

2,39 
2,20 
2,03 
1,86 

19,89 
12,66 

9,36 
7,53 
6,40 

5.07 
4,33 
3,69 
3.12 
2,87 

2,63 
2,40 
2,19 
1,98 

60 1 120 

19,61 
12,40 

9,12 
7,31 
6,18 

4,86 
4,12 
3,48 
2,92 
2,66 

2,42 
2,18 
1,96 
1,75 

4 
5 
6 
7 
8 

10 
12 
15 
20 
24 

30 
40 
60 

120 

4 5 

15,98 15.52 
11,39 10,97 

9,15 8.75 
7,85 7,46 
7,Ol 6,63 

5.99 5,64 
5,41 5,06 
4,89 4,56 
4,43 4,lO 
4,22 3,90 

4,02 3,70 
3,83 3,51 
3,65 334 
3.48 3,17 

4 5 

23,15 22,46 
15,56 14,94 
12,03 11,46 
10.05 9,52 

8.81 8,30 

7,34 6,87 
6,52 6,07 
5,80 5,37 
5,17 4,76 
4,89 4,49 

4,62 4,23 
4,37 3,99 
4,14 3,76 
3,92 3,55 

4 
5 
6 
7 
8 

10 
12 
15 
20 
24 

30 
40 
60 

120 

19,75 
12,53 
9,24 
7.42 
6.29 

4,97 
4,23 
3,58 
3,02 
2,77 

2,52 
2.30 
2.08 
1,87 

19,47 
12,27 

9,00 
7,19 
6,06 

4,75 
4,Ol 
3,37 
2,81 
2.55 

2,30 
2,06 
1,83 
1,61 

Taken from table 18, Biometrika Tables for Statisticians, Vol. 1, 1966. 

NOTES 
1) For the lower 100 cy % Points, F&J, 212) = l/F, _ &12, VI ). 

2) For interpolation 

a) between VI, v2 = IO and 20 take z = 6O/v as argument; 

b) beyond VI, 2.~2 = 20 take z’ = 12O/v as argument. 
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TABLE V - Expected values of normal Order statistics, E(iln) 

1) For n = 2, E( 712) = 0,564. 

Taken f rom H. L. Harter, Order Statistics and their Use in Testing and Estimations, Volume 2. 
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