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Foreword

Publishing information

This British Standard is published by BSI Standards Limited, under licence from
The British Standards Institution, and came into effect on 30 April 2016. This
British Standard has been prepared by Technical Subcommittee AMT/-/2, Robots
and robotic devices. A list of organizations represented on this committee can
be obtained on request to its secretary.

Information about this document

This is the first edition of a new standard. It addresses issues in a field of
technology that is rapidly changing and influencing society. Although efforts
have been made to incorporate the anticipated effects of future developments
in the standard, it is not possible for all future circumstances to have been
considered or covered, for example non-embodied autonomous systems.

Use of this document

As a guide, this British Standard takes the form of guidance and
recommendations. It should not be quoted as if it were a specification or a
code of practice and claims of compliance cannot be made to it.
Presentational conventions

The guidance in this standard is presented in roman (i.e. upright) type. Any
recommendations are expressed in sentences in which the principal auxiliary
verb is “should”.

Commentary, explanation and general informative material is presented in
smaller italic type, and does not constitute a normative element.
Contractual and legal considerations

This publication does not purport to include all the necessary provisions of a
contract. Users are responsible for its correct application.

Compliance with a British Standard cannot confer immunity from legal
obligations.

ii e © The British Standards Institution 2016
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1 Scope

This British Standard gives guidance on the identification of potential ethical
harm and provides guidelines on safe design, protective measures and
information for the design and application of robots. It builds on existing safety
requirements for different types of robots; industrial, personal care and medical.

This British Standard describes ethical hazards associated with the use of robots
and provides guidance to eliminate or reduce the risks associated with these
ethical hazards. Significant ethical hazards are presented and guidance given on
how they are to be dealt with for various robot applications.

Ethical hazards are broader than physical hazards. Most physical hazards have
associated psychological hazards due to fear and stress. Thus, physical hazards
imply ethical hazards and safety design features are part of ethical design.
Safety elements are covered by safety standards; this British Standard is
concerned with ethical elements.

This British Standard is intended for use by designers and managers, amongst
others.

2 Normative references

The following documents, in whole or in part, are normatively referenced in this
document and are indispensable for its application. For dated references, only
the edition cited applies. For undated references, the latest edition of the
referenced document (including any amendments) applies.

BS EN ISO 12100:2010, Safety of machinery — General principles for design — Risk
assessment and risk reduction (1SO 12100:2010)

BS 1SO 8373, Robots and robotic devices -— Vocabulary
BS 1SO 31000, Risk management — Principles and guidelines

3 Terms and definitions

For the purposes of this British Standard, the terms and definitions given in
BS 150 8373 and the following apply.

3.1 autonomous system
system which has the ability to perform intended tasks based on current state,
knowledge and sensing, without human intervention

3.2 ethical harm
anything likely to compromise psychological and/or societal and environmental
well-being

NOTE Examples of ethical harm include stress, embarrassment, anxiety, addiction,
discomfort, deception, humiliation, being disregarded. This might be experienced in
relation to a person’s gender, race, religion, age, disability, poverty or many other
factors.

3.3 ethical hazard
potential source of ethical harm

3.4 ethical risk
probability of ethical harm occurring from the frequency and severity of
exposure to a hazard

3.5 ethics
common understanding of principles that constrain and guide human behaviour

© The British Standards Institution 2016 e 1
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3.6

3.7

3.8

3.9

3.10

4.1
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harm
injury or damage to health

responsible research and innovation (RRI)
process that seeks to promote creativity and opportunities for science and
innovation that are socially desirable and undertaken in the public interest

[SOURCE: EPSRC framework for responsible innovation ]

roboticist
person actively engaged in a process leading to the development, production,
installation, deployment or maintenance of a robot

system
set of parts which, when interoperating, has behaviour that is not present in any
of the parts themselves

NOTE This definition includes systems of fleeting duration, such as cars passing
each other and behaving appropriately during this moment, to long-lived systems
such as Voyager II.

vulnerable people

people having reduced physical, sensory or mental capabilities (e.g. partially
disabled, elderly having some reduction in their physical and mental
capabilities), or lack of experience and knowledge (e.g. children)

[SOURCE: BS EN 60335-1:2012+A11:2014, 3.2.5]

Ethical risk assessment

General

Ethical issues can be divided into societal, application, commercial/financial and
environmental, as described in Clause 5 to Clause 8. Table 1 describes examples
of the ethical hazards and risks associated with these issues. See also

BS ISO 31009 for further guidance.

D See <www.epsrc.ac.uk/research/framework> [last viewed 4 April 2016].
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4.2

4.3

BS 8611:2016

Ethical hazard identification

The concept for a new robot or application of an existing robot should be
reviewed to identify which groups of humans or animals are likely to be
affected by it. There might be ethical harm to more groups than the immediate
users. The range of ethical hazards might vary depending on the intended use
of the robot and the perception and background of the subjects. New
applications for existing robots can result in new and different ethical hazards.

The principles and techniques for responsible research and innovation (RRI) as

defined in BS ISO 31000 should be adapted and followed.

BS EN ISO 12100:2010 and ISO/TR 14121-2 provide requirements and guidance
on performing risk assessments, including risk analysis which focuses on hazard
identification. The guidance contained in BS EN ISO 12100:2010, Clause 5 has
been derived from the iterative process of applying safeguarding measures (in
accordance with the general principles for designing robots given in that
standard) to hazards identified as ergonomic hazards. When considering the
overlap with ethical hazards, the same procedure should be applied. The source
of an ergonomic hazard could be, for example, the design or location of
indicators and visual display units with the consequence of discomfort due to
misunderstanding of the robot.

Ethical hazards could be considered as part of the ergonomic hazards that can
be present in mobile robots (including self-driven vehicles and personal care
robots). A risk analysis should be carried out to identify any further hazards that
might be present.

BS EN ISO 14971 provides requirements and guidance in performing risk
assessment including risk analysis for medical devices through hazard
identification and management of risks. The benefit to the user and expected
experience of intended design should be balanced against the physical and
emotional hazards. The probability of occurrence against benefit in a
quantifiable manner guides users’ education and training, as well as providing
guidelines for inspection, instructions for use, warning, tractability, design
modifications for safety and ergonomics principle of good design. Hazards are
also identified in other medical and non-medical standards and overlap with
ethical hazards, where the same procedure should be applied. The designer’s
ethical education should be complementary to user-centred design and
validation of users’ experiences.

NOTE As an example, the benefit to users such as elderly people might be more
important than the potential risk of deception, whereas deformation of building
character in education and experience of children might not be justifiable.

Ethical risk assessment

The data collected as part of ethical hazard identification should be analysed
qualitatively and/or quantitatively to determine the ethical risk associated with
the identified hazards.

A risk assessment should be carried out on those hazards identified in 4.2 with
careful attention paid to various human-robot contact situations such as
normalcy. This risk assessment should take into account:

a) unauthorized use/reasonably foreseeable misuse such as providing access to
personal data;

b) uncertainty of situations to be dealt with, where robots and individuals
might cohabit, to minimize stress and fear;

¢) the psychological effect of failure in the control system;

© The British Standards Institution 2016 e 7
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4.4

5.1

5.1.1
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d) possible reconfiguration of programs/data by users and associated changes
in responsibilities; and

e) where necessary, the ethical hazards associated with the specific robot
application.

In performing a risk evaluation, the decision on whether an ethical risk is
acceptable or not depends on the application.

As a general principal, the ethical risk of a robot should not be higher than the
risk of a human operator performing the same action.
Learning robots

Learning can be categorized into three classes, depending on the degree of
autonomy granted to the robot:

a) Environmental: the robot is able to learn about its operational environment
and classify the objects within it, whether stationary or transient, fixed or
amorphous, so that it can act safely and efficiently;

b) Performance enhancement: the robot is able to develop incremental
improvements to the processes involved in task execution for efficiency or
effectiveness; and

¢) Strategy: the robot can decide whether or not to commence execution,
change the task or process, or to refuse a command. It is important that
operators and other humans who could be affected by such changes to
expected behaviour are informed of them in some way, and that they can
be countermanded if they affect safety, privacy, security, etc.

If robots are able to learn, they might differentiate themselves from other
identical robots in their class. This raises further risks for safety, and designers
and operators should have the means to ensure that such changes in robots are
easily identifiable individually.

Ethical guidelines and measures

Societal ethical guidelines and measures

General societal ethical guidelines

What society considers to be ethical issues should be identified and defined by
engaging with end users, specific stakeholders and the public. The following
principles should be taken into account:

a) robots should not be designed solely or primarily to kill or harm humans;
b) humans, not robots, are the responsible agents;

¢) it should be possible to find out who is responsible for any robot and its
behaviour;

d) robots as products should be designed to be safe, secure and fit for
purpose, as other products;

e) robots as manufactured artefacts should not be designed to be deceptive
and likely to cause ethical harm;

f) the Precautionary Principle (see Note 2);
g) privacy by design;

NOTE 1 For guidance on privacy by design, see Guidelines on regulating
robotics [1].

© The British Standards Institution 2016



BRITISH STANDARD

5.1.2

BS 8611:2016

h) robots able to learn can distance themselves from the intentions of their
designers and operators;

i) potential users should not be discriminated against or forced to acquire and
use a robot.

NOTE 2 a) to e) are the EPSRC Principles of robotics [2] and are in accordance with
responsible research and innovation (see 3.7). f) and g) come from the European
Commission (for information on f), see COM (2000) 1, Communication from the
commission on the precautionary principle [3]).

Roboticists, particularly those who conduct research, should work responsibly
and encourage others to do likewise; this includes (but is not limited to):

1) engagement with the public and taking responsibility for the public image
of robots;

2) addressing public/consumer concerns to help all make progress to advance
robotics in a holistically acceptable manner;

3) demonstrating commitment to the best possible codes of practice;

4) working with experts from other disciplines including social sciences, law,
philosophy and the arts;

5) taking the time to contact or correct reporting journalists in the case of
noting erroneous accounts in the press; and

6) providing clear instructions to users.

NOTE 3 For further information, see the Rome Declaration [4]. More detailed
information can be found in Responsible research and innovation — Europe’s ability
to respond to societal challenges [5].

Industry, research and public engagement

There is a need for all sectors of society to be included in research and public
engagement so that ethically accepted robots are developed and deployed. The
following organizations are examples of organizations that can help with
potential engagement:

e AAAI (Association for the Advancement of Artificial Intelligence);
e BARA (British Automation and Robot Association);

e BMA (British Medical Association);

e Chartered Institute of Ergonomics and Human Factors (CIEHF);
e CLAWAR Association Ltd;

e Consumer and Public Interest Network;

e Consumer Association;

e |ET (Institution of Engineering and Technology);

e |MechE (Institution of Mechanical Engineers);

e |LO (International Labour Organization);

e IPEM (Institute of Physics and Engineering in Medicine);

e Royal Academy of Engineering;

e Science parliamentary committee;

e universities;

¢ WMA (World Medical Association); and

e \WHO (World Health Organization).

© The British Standards Institution 2016 e 9
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5.1.3

5.1.4

5.1.5

5.1.6

5.1.7
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Privacy and confidentiality

Robots are expected to take and store personal information. This can be
beneficial for connectivity and linkages, e.g. the NHS, social care, family
members and robot manufacturers. However, there are also issues around the
collection and use of information concerning robot users, control of data
storage and use of information by third parties.

The information storage issues to be resolved include the type of information
the robot is allowed to record, who should have access to the information, who
is intended to be using the information, how long to keep the data stored and
whether it is necessary to obtain informed consent from the user.

Robots should follow the principle of “privacy by design”.

NOTE Attention is drawn to existing privacy laws and other regulations on data
collection and protection, e.g. those applicable to NHS, CCTV, IT. Further information
on “privacy by design” can be found at the UK Information Commissioner’s Office. 2

Respect for human dignity and human rights

Robots should be designed, built and operated in such a way that they do not
violate human dignity and human rights (for example, there could be a facility
for the user to turn off the robot temporarily so that it is not “witness” to very
private activities — where the need for privacy is determined by the user). Robots
should promote human dignity (for example, through self-sufficiency).

NOTE Attention is drawn to the UN Convention on the rights of persons with
disabilities [6], the UN Convention on the rights of the child [7], the Human Rights
Act 1998 [8] and other applicable international humanitarian law.

Respect for cultural diversity and pluralism

Robot applications should take account of different cultural norms, including
respect for language, religion, age and gender by formal interaction with
representatives of these groups.

Dehumanization of humans in the relationship with robots

Robots and robotic systems should be designed to avoid inappropriate control
over human choice, for example forcing the speed of repetitive tasks on an
assembly line. The ultimate authority should stay with the human.

Legal issues

The roles, responsibilities and legal liabilities should be clearly identified for all
stages of the robot’s life cycle. It should always be possible to easily discover the
person(s) legally responsible for the robot and its behaviour during all stages of
the life cycle.

Benefit and risk balance

Robots should be designed and deployed in light of proper judgement of
acceptable residual (economic, social, legal, psychological, physical, etc.) ethical
risks.

NOTE Norms for acceptable residual ethical risks are as yet undefined.

2 See <https://ico.org.uk/for-organisations/guide-to-data-protection/privacy-by-design>
[last viewed 4 April 2016].
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5.1.9 Individual and organizational responsibility

There should be defined levels of responsibilities agreed with the individual user,
the organization deploying the robot and the organization manufacturing the
robot.

5.1.10 Social responsibility

Appropriate deployment of the robot should be taken into account. Robots
have the potential to perform many different tasks that are presently carried
out by people. However, the fact that a task can be performed by a robot does
not mean that it ought to be. Other considerations should be taken into
account, including but not limited to: employment and environmental
considerations, special expertise and capacities (e.g. first aid training), and the
resilience provided by general human intelligence and experience.

5.1.11 Informed consent

For a robot with autonomy used in, for example, medical and domestic
applications, the user or else the guardian/appropriate legal entity should be
informed of risks, benefits and constraints/limitations of use, and informed
consent should be obtained. This is particularly important in the case of children
and other vulnerable people.

NOTE Attention is drawn to the UN Convention of the rights of the child [7] and
the Family Reform Act 1969 [9].

5.1.12 Informed command

On receipt of a command, the robot should be able to construe it into a
properly-constructed command, and check it for coherence and compatibility
with its internal constraints (including any ethical constraints). If the command
does not appear to be properly constructed, the robot should be programmed
to pause and query the command.

NOTE For examples of commands that are properly constructed, see NATO’s C-BML.
For further information, see Applying a formal language of command and control
for interoperability between systems [710].

5.1.13 Robot addiction

The human potential to be behaviourally conditioned and to become addicted
to using the robot should not be negatively exploited.

5.1.14 Dependence on robots

Circumstances where the human might become unnecessarily reliant on the
robot should be taken into account.

This can be an individual or global issue.

At an individual level it is necessary to balance the benefits of using robotics
with the risks of dependency. For example, dependence on a robotic wheelchair
might be positive for a person with a permanent disability but damaging to
someone who has the potential (if exercised) to recover from a disabling
condition.

The risk of general dependence on robots can result in the loss of important
human capability that is learned, maintained and developed through practice,
e.g. robots used in surgery.
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5.1.15 Anthropomorphization of the robots

The degree of anthropomorphization and humanization, particularly with
children and other vulnerable people, should be taken into account.

Where there is a degree of anthropomorphization/humanization, a written
document explaining how to introduce a robot to children and other vulnerable
individuals should be provided with robot products.

Such a document should provide:
a) a description of the robot;
b) references to the robot’s level of autonomy; and

¢) advice on how to operate the robot, including how privacy concerns should
be addressed.

NOTE For some applications, anthropomorphization and humanization might be
necessary as part of the functionality of the robot. However, there is a known issue
of the “uncanny valley” (see Mori, 1970 [11]) where the closer a robot resembles a
human being but lacks human emotions and social behaviours, the more alien and
untrustworthy it can appear to be. There is also a risk that children and other
vulnerable people might respond by becoming emotionally attached to the robot.

5.1.16 Robots and employment
The economic, psychological and social consequences of the introduction of
robots on employment should be assessed and concerns addressed (see 5.1.10).
5.2 Application of ethical recommendations and measures

5.2.1 General

Where ethical frameworks exist in application domains (e.g. medical, societal,
financial, legal) these should be incorporated as far as possible in requirements
as design constraints.

NOTE Design principles are largely qualitative and hence not easy to quantify.

5.2.2 Rehabilitation

Where robots are used for rehabilitation purposes, the potential ethical issues
should be taken into account. For example, physiotherapy augmentation of a
human, in which case control by a human should be a consideration.

5.2.3 Maedical applications

Use of a robot can, in many circumstances, lead to improved or enhanced
outcomes, sometimes better than those that can be achieved by humans. For
example, certain medical treatments or diagnoses might be carried out better
with a robot.

However, the consequences of the wide-spread application of robots should be
carefully evaluated as this could lead to a loss of expertise amongst humans that
in the long term might be detrimental.

5.2.4 Military use

The use of robots in military applications should not remove responsibility and
accountability from a human.

The deployment of robots should be in accordance with international
humanitarian law and laws governing armed conflict.
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5.3 Commercial/financial ethical guidelines and measures
There is a need to ensure that only ethically acceptable products are
manufactured.

5.4 Environmental ethical guidelines, measures and sustainable
development

Studies have considered sustainable development in technology design, but
quantification has been a problem. The following should be taken into account:

a) use of scarce materials;

b) minimal waste (e.g. graceful and harmless degradation, recoverable
materials, zero-waste); and

¢) repairability.

NOTE Attention is drawn to 2009/125/EC Ecodesign requirements for energy-related
products [12] and various environment and waste management legislation.

6 Ethics-related system design recommendations

6.1 General principles for ethical design

6.1.1 General

A methodology for the safety-directed design of machines is described in

BS EN ISO 12100:2010, Clause 5. A machine type robot should be designed in
accordance with the principles of BS EN ISO 12100:2010 for all hazards, including
the ethical hazards identified in this British Standard.

A robot user should be protected from any identified ethical hazards to ensure
that the continuous use and operation of the robot can be carried out safely.

The robot should be designed so as to ensure that the ethical risks of identified
hazards are as low as reasonably practicable.

In addition, measures should be taken into account for ethical hazards that
might affect the robot user’s psychological well-being.

6.1.2 Inherently ethical design

NOTE Inherently ethical design refers to the integrity of the robot, not to artifacts
that might be attached to it.

Inherently ethical design measures are the first and most important step in
reducing ethical risk because protective measures inherent to the characteristics
of the machine are likely to remain effective.

Inherently ethical design measures are achieved by avoiding ethical hazards or
reducing ethical risks by a suitable choice of design features of the machine
itself and/or interaction between the exposed person and the robot.

6.1.3 Ethically-related control system performance

Where the implementation of inherently ethical design measures is not
practicable, the use of safeguards and protective measures should be taken into
account in order to protect robot users from harm caused by significant ethical
hazards.
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6.2 Protection against the perception of harm

An ethical risk assessment should be made to determine the perception of harm,
including:

a) the effects of close encounters/near collisions between a robot (e.g. personal
care robot, self-driven vehicle, etc.) and people or animals, causing fear
(see Walters et al., 2009 [13] and Koay et al., 2014 [14]);

b) unexpected noise or vibrations; and
¢) unanticipated, unfamiliar or erratic motion.

Sudden changes in position and orientation or unintended contacts or noise and
vibrations could trigger fear and stress that are ethical hazards. These should be
avoided or limited as far as reasonably possible.

7 Verification and validation
COMMENTARY ON CLAUSE 7

In general terms, “verification” checks that a system does what its specification
requires it to do, whereas “validation” checks that a system does what its users
expect. Precise specifications are needed in order to carry out verification, while user
engagement is needed in order to carry out validation.

7.1 General

A failure of either verification or validation might result in a lack of trust
between the system and the user(s) or, in extreme cases, it could result in a
system that is unsafe.

As with any system to be deployed, an appropriate risk assessment should be
carried out beforehand. The nature of a robot’s actions could mean that a
failure in verification or validation might result in more physical risk than for
non-physical autonomous systems. Any risks should be mitigated by a mixture of
designing to avoid risk, risk analysis, comprehensive testing and software
verification.

Ethical risk can, in principle, be treated in the same way, although to perform an
ethical risk assessment for an intended use application, a precise ethical
specification of the robot is needed. This might be difficult to obtain, especially
since some ethical principles are not universal and validation of a robot’s ethics
could well produce different outcomes with different users. The following issues
should be taken into account.

a) Designing to avoid risk means developing the system to reduce the risk of
problems occurring. For example, techniques to mitigate physical risk
include having soft contact areas and utilizing low energies. Mitigating
ethical risk is less obvious, but the issues listed in Clause 4 and
Clause 5 should provide a starting point.

b) Risk analysis (or assessment) means reducing the risk of serious incident to
an acceptable level (e.g. less than 10 risk of a catastrophic aircraft failure
per hour). Such analysis is expected by insurers (despite the results often
lacking public acceptance), although the paucity of data regarding ethical
risk makes this type of risk assessment difficult.

¢) Testing is traditionally used to increase confidence in built systems. Even if
testing only covers a very small proportion of real situations, a case can be
made for the sample tested being representative of many of the real
situations. As with formal verification, a precise specification of the required
ethical behaviour is recommended.
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d) Software verification is a relatively new discipline that attempts to verify the
software component of a system. One major problem in verifying ethical
aspects is that of extracting the ethical decisions, so they can be matched
against a specification; the internal complexity of most robot programs
makes fully formal software verification impractical.

Suggested approaches

The techniques for verification and validation developed in other industries
(such as the aircraft, automotive and machine tool industries) can also be
applied to robots. These techniques include:

a) redundancy -— building up a system with multiple independent control
pathways to greatly reduce the risk of simultaneous failure in all of them;
and

b) independent safety systems that mitigate the effect of failure.

What makes physical autonomous systems (such as robots) unusual is the
mixture of physical interaction with complex behaviour. Listing what behaviour
is acceptable is normally impractical; it is better to specify by predicates detailing
what is safe and/or desired. Safety requirements should also take into account
historical points of failure in mechanical systems that capture “best practice”; for
example, BS EN 1SO 13482 gives safety requirements for personal care robots
and lists an eight-point plan consisting of the steps to follow: inspection,
practical tests, measurement, observation during operation, examination of
circuit diagrams, examination of software, review of task-based risk assessment,
and examination of layout drawings and relevant documents.

Software engineers have developed techniques that attempt to verify
automatically whether a system precisely meets its specification:

1)  Algorithmic verification techniques intelligently verify each possible
computational pathway in a program. They work well for systems with large
but finite state spaces, but themselves fail when the state-space is infinite,
as often happens with physical interactions and where a position can take
any of an infinite number of values. Such formal verification systems are
often called model checkers, as they check the health of a model of the
system’s behaviours across its range of possible states. MAGIC is an example
of such a tool.

2) Stochastic verification techniques use probabilistic measures to check the
most likely pathways through a program. If the probabilistic models are
chosen wisely the result might be suitable as a risk analysis of failure. PRISM
is an example of such a tool. %

Both algorithmic and stochastic verification techniques suffer from difficulties
when tackling large state spaces, and neither of them tend to capture one
essential aspect of many physical systems, in that the borderline between success
and failure can be very fine. For example, a difference in position of a few
microns could be all that distinguishes a successful motion from a catastrophic
collision. An expert analysis of the system’s behaviour might be required to
identify the critical issues in the design of a robotic program - that is, some
form of abstraction from the infinity of real-world values to a smaller set of
concepts. For example, a care robot might determine whether it has (or has not)
an accurate idea of whether the patient in its care is physically safe or not; or
whether the patient is happy (or not).

3 See <www.cs.cmu.edu/~chaki/magic> for further information [last viewed
4 April 2016].
M See <www.prismmodelchecker.org> for further information [last viewed 4 April 2016].
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7.3 Suggested methods

A number of techniques can be applied in accordance with the guidelines in
Clause 4.

a) User validation — the system is validated using either the end user or a
representative sample of the end users.

b) Software verification — formal and semi-formal verification of the software
against its specification.

¢) Expert guidance - call upon subject matter experts (e.g. psychologists,
human factors engineers, social scientists, legal experts, religious leaders,
economists).

d) Economic and social assessment — statistical evaluation of social outcomes.
e) Legal assessment — evaluation of legal implications.

f) Compliance tests — as defined by other standards and directives.

These techniques are given in the final column of Table 1.

An added complication for verification and validation of autonomous systems is
that they are — almost by definition — prone to do the unexpected. In addition,
autonomous systems can now make their own decisions and so often what has
to be considered is not just what the system does, but “why” it chose to do one
thing rather than another.

One route to formal verification that has relevance to ethical risk is to separate
out the software making the high level decisions from the software control
interacting with the environment (see Fisher et al., 2013 [15]). In this way,
formal verification techniques can be applied to the robot’s decision-making
software, potentially retaining tractability. The traditional control software is
then verified by other means, such as testing or control systems analysis. This
allows formal verification to be applied to the high-level, often ethical, decision
making, rather than the detailed environmental interaction (see, for example,
Dennis et al. [16]).

A promising approach is to use an ethical verification system that operates
independently from the main control system and monitors the actions in terms
of their ethical outcomes. This monitor exists purely to determine whether a
proposed (or actual) action is ethical (for example, the “consequence engine”
described in Dennis et al., 2015 [17]). In this way, multiple ethical tests could also
be implemented as parallel monitors with, say, one checking for environmental
issues, another for privacy, etc. (This has the advantage of separating concerns,
but says nothing in itself about how to manage disagreements between
monitors.)

8 Information for use
COMMENTARY ON CLAUSE 8

This Clause relates only to ethical considerations in terms of information for use.

8.1 General

Information for use consists of information for the ethical use of a robot. It is
intended for use by the user and other stakeholders.

Instructions and other text should be written in an official language of the
region in which the robot is expected to be sold or used.
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Markings, symbols and written warnings should be readily understandable and
unambiguous, especially as regards the part of the function(s) of the robot to
which they are related. Readily understandable signs (pictograms) should be
used in preference to written warnings. However, signs and pictograms should
only be used if they are understood in the culture of the region in which the
robot is to be sold.

Attention is drawn to the fact that, in a typical environment for robots, not all
users are able to read the instruction handbook or to notice and understand
acoustic or visual warning signs. This includes, but is not limited to, the
following situations and user groups:

a) children, elderly people, mentally impaired people;
b) animals;

C) guests/visitors in private areas; and

d) third parties near the robot in public areas.

Where it is foreseeable that the information for use is not likely to be available
for certain groups of people, this should be anticipated and provision made so
that it does not lead to additional risks.

The markings should be clearly legible and durable. In considering the durability
of the marking, the effect of normal use should be taken into account. For

example, marking by means of paint or enamel, other than vitreous enamel, on
containers that are likely to be cleaned frequently is not deemed to be durable.

Except for the information described in 8.2, information for use can be supplied
not only with printed material but any electronic media as long as they are
easily available in any region where the robot is to be sold.

8.2 Markings or indications

Markings on the robot should be clearly discernible from the outside of the
robot or, if necessary, after removal of a cover.

As a minimum, the name, trademark or identification mark of the manufacturer
or responsible supplier and the model or type reference should be visible when
the robot is in normal use. If a robot is integrated into a building or another
framework (e.g. furniture), this applies after the robot has been installed in
accordance with the instructions provided with the robot.

Switches and controls should be clearly marked to cause no confusion.

In addition to safety data and any other information that might be required by
other standards, the following ethical information should be marked or
indicated on the robot:

a) current status of connectivity to the outside world;

b) current status of sensors gathering and recording data (e.g. camera, audio
equipment);

¢) current status of the mode of operation;

d) maximum speed for mobile robots and maximum speed of moving arms;
e) maximum force; and

f)  weight handling capability.

Units of physical quantities and their symbols should be in accordance with the
International System of Units (SI).
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If figures are used for indicating the different positions, the off position should
be indicated by the numeric character “0” and the position for a higher value
(e.g. output, input, speed or cooling effect) should be indicated by a higher
character number.

The character “0"” should not be used for any other indication unless it is
positioned and associated with other numbers so that it does not give rise to
confusion with the indication of the off position.

For signals and warning devices, visual signals (e.g. flashing lights) and audible
signals (e.g. sirens) may be used to warn of an impending hazardous event (e.g.
robot start-up or over-speed). Such signals may also be used to warn the
operator before the triggering of automatic protective measures.

These signals should:
1) be unambiguous and clearly differentiable from all other signals used; and
2) be clearly recognizable to the operator and other people.

The warning devices should be designed and located such that checking is easy.
The information for use should prescribe regular checking of the warning
devices as appropriate.

The attention of designers is drawn to the possibility of “user overload”, which
can result from too many signals, leading to confusion that might defeat the
effectiveness of the warning devices. Potential users should be consulted
regarding this.

8.3 User manual

In addition to operator’s instructions, safety data and other information that
might be required by other standards (where applicable), the following ethical
information should be provided with the robot:

a) a statement that the robot has been designed to meet the highest ethical
standards but that it is the responsibility of the user to use the robot in
accordance with accepted ethical standards;

b) a detailed description of information collected and recorded by the robot,
including:

1)  how and when the information can be accessed and interpreted (e.g. by
the user and/or third parties);

2) who can access the information;
3) how access can be controlled; and
4) the degree to which the information can be managed,;
¢) a description of the default settings and how these can be changed;

d) a warning of the potential risk of addiction as a result of the functionality
of the robot or people’s vulnerability;

e) a detailed description of the self-learning capabilities and characteristics
(e.g. learning about the environment and/or user);

f) a description of the limits of reprogramming and a warning of potential
consequences;

g) a description of the robot’s autonomous capabilities;

h) guidance on how to issue proper instructions and the consequences of
improperly given instructions.
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8.4 Service manual

The service manual should include sufficient information to allow the user to
maintain or enhance the “as designed” degree of ethical compliance.
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