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Foreword 

The text of document 65A/553/FDIS, future edition 2 of IEC 61508-6, prepared by SC 65A, System 
aspects, of IEC TC 65, Industrial-process measurement, control and automation, was submitted to the 
IEC-CENELEC parallel vote and was approved by CENELEC as EN 61508-6 on 2010-05-01. 

This European Standard supersedes EN 61508-6:2001. 

Attention is drawn to the possibility that some of the elements of this document may be the subject of 
patent rights. CEN and CENELEC shall not be held responsible for identifying any or all such patent 
rights. 

The following dates were fixed: 

– latest date by which the EN has to be implemented 
 at national level by publication of an identical 
 national standard or by endorsement 

 
 
(dop) 

 
 
2011-02-01 

– latest date by which the national standards conflicting 
 with the EN have to be withdrawn  

 
(dow) 

 
2013-05-01 

Annex ZA has been added by CENELEC. 

__________ 

Endorsement notice 

The text of the International Standard IEC 61508-6:2010 was approved by CENELEC as a European 
Standard without any modification. 

In the official version, for Bibliography, the following notes have to be added for the standards indicated: 

[1] IEC 61511 series NOTE   Harmonized in EN 61511 series (not modified). 

[2] IEC 62061 NOTE   Harmonized as EN 62061. 

[3] IEC 61800-5-2 NOTE   Harmonized as EN 61800-5-2. 

[4] IEC 61078:2006 NOTE   Harmonized as EN 61078:2006 (not modified). 

[5] IEC 61165:2006 NOTE   Harmonized as EN 61165:2006 (not modified). 

[16] IEC 61131-3:2003 NOTE   Harmonized as EN 61131-3:2003 (not modified). 

[18] IEC 61025:2006 NOTE   Harmonized as EN 61025:2007 (not modified). 

[26] IEC 60601 series NOTE   Harmonized in EN 60601 series (partially modified). 

[27] IEC 61508-1:2010 NOTE   Harmonized as EN 61508-1:2010 (not modified). 

[28] IEC 61508-5:2010 NOTE   Harmonized as EN 61508-5:2010 (not modified). 

[29] IEC 61508-7:2010 NOTE   Harmonized as EN 61508-7:2010 (not modified). 

__________ 
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Annex ZA  
(normative) 

  

Normative references to international publications 
with their corresponding European publications 

  

The following referenced documents are indispensable for the application of this document. For dated 
references, only the edition cited applies. For undated references, the latest edition of the referenced 
document (including any amendments) applies.  

  
NOTE   When an international publication has been modified by common modifications, indicated by (mod), the relevant EN/HD 
applies.  

  

Publication Year Title EN/HD Year 
  

IEC 61508-2 2010 Functional safety of 
electrical/electronic/programmable electronic 
safety-related systems -  
Part 2: Requirements for 
electrical/electronic/programmable electronic 
safety-related systems 

EN 61508-2 2010 

 

  

IEC 61508-3 2010 Functional safety of 
electrical/electronic/programmable electronic 
safety-related systems -  
Part 3: Software requirements 

EN 61508-3 2010 

 

  

IEC 61508-4 2010 Functional safety of 
electrical/electronic/programmable electronic 
safety-related systems -  
Part 4: Definitions and abbreviations 

EN 61508-4 2010 
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INTRODUCTION 

Systems comprised of electrical and/or electronic elements have been used for many years to 
perform safety functions in most application sectors. Computer-based systems (generically 
referred to as programmable electronic systems) are being used in all application sectors to 
perform non-safety functions and, increasingly, to perform safety functions. If computer 
system technology is to be effectively and safely exploited, it is essential that those 
responsible for making decisions have sufficient guidance on the safety aspects on which to 
make these decisions. 

This International Standard sets out a generic approach for all safety lifecycle activities for 
systems comprised of electrical and/or electronic and/or programmable electronic (E/E/PE) 
elements that are used to perform safety functions. This unified approach has been adopted 
in order that a rational and consistent technical policy be developed for all electrically-based 
safety-related systems.  A major objective is to facilitate the development of product and 
application sector international standards based on the IEC 61508 series. 

In most situations, safety is achieved by a number of systems which rely on many 
technologies (for example mechanical, hydraulic, pneumatic, electrical, electronic, 
programmable electronic). Any safety strategy must therefore consider not only all the 
elements within an individual system (for example sensors, controlling devices and actuators) 
but also all the safety-related systems making up the total combination of safety-related 
systems. Therefore, while this International Standard is concerned with E/E/PE safety-related 
systems, it may also provide a framework within which safety-related systems based on other 
technologies may be considered. 

It is recognized that there is a great variety of applications using E/E/PE safety-related 
systems in a variety of application sectors and covering a wide range of complexity, hazard 
and risk potentials. In any particular application, the required safety measures will be 
dependent on many factors specific to the application. This International Standard, by being 
generic, will enable such measures to be formulated in future product and application sector 
international standards and in revisions of those that already exist. 

This International Standard 

– considers all relevant overall, E/E/PE system and software safety lifecycle phases (for 
example, from initial concept, though design, implementation, operation and maintenance 
to decommissioning) when E/E/PE systems are used to perform safety functions; 

– has been conceived with a rapidly developing technology in mind; the framework is 
sufficiently robust and comprehensive to cater for future developments; 

– enables product and application sector international standards, dealing with E/E/PE 
safety-related systems, to be developed; the development of product and application 
sector international standards, within the framework of this standard, should lead to a high 
level of consistency (for example, of underlying principles, terminology etc.) both within 
application sectors and across application sectors; this will have both safety and economic 
benefits; 

– provides a method for the development of the safety requirements specification necessary 
to achieve the required functional safety for E/E/PE safety-related systems; 

– adopts a risk-based approach by which the safety integrity requirements can be 
determined; 

– introduces safety integrity levels for specifying the target level of safety integrity for the 
safety functions to be implemented by the E/E/PE safety-related systems; 

NOTE 2 The standard does not specify the safety integrity level requirements for any safety function, nor does it 
mandate how the safety integrity level is determined. Instead it provides a risk-based conceptual framework and 
example techniques. 

– sets target failure measures for safety functions carried out by E/E/PE safety-related 
systems, which are linked to the safety integrity levels; 
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– sets a lower limit on the target failure measures for a safety function carried out by a 
single E/E/PE safety-related system. For E/E/PE safety-related systems operating in 
– a low demand mode of operation, the lower limit is set at an average probability of a 

dangerous failure on demand of 10–5; 
– a high demand or a continuous mode of operation, the lower limit is set at an average 

frequency of a dangerous failure of 10–9 [h–1]; 
NOTE 3 A single E/E/PE safety-related system does not necessarily mean a single-channel architecture. 

NOTE 4 It may be possible to achieve designs of safety-related systems with lower values for the target safety 
integrity for non-complex systems, but these limits are considered to represent what can be achieved for relatively 
complex systems (for example programmable electronic safety-related systems) at the present time. 

– sets requirements for the avoidance and control of systematic faults, which are based on 
experience and judgement from practical experience gained in industry. Even though the 
probability of occurrence of systematic failures cannot in general be quantified the 
standard does, however, allow a claim to be made, for a specified safety function, that the 
target failure measure associated with the safety function can be considered to be 
achieved if all the requirements in the standard have been met;  

– introduces systematic capability which applies to an element with respect to its confidence 
that the systematic safety integrity meets the requirements of the specified safety integrity 
level; 

– adopts a broad range of principles, techniques and measures to achieve functional safety 
for E/E/PE safety-related systems, but does not explicitly use the concept of fail safe. 
However, the concepts of “fail safe” and “inherently safe” principles may be applicable and 
adoption of such concepts is acceptable providing the requirements of the relevant 
clauses in the standard are met.  
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FUNCTIONAL SAFETY OF ELECTRICAL/ELECTRONIC/ 
PROGRAMMABLE ELECTRONIC SAFETY-RELATED SYSTEMS –  

 
Part 6: Guidelines on the application  

of IEC 61508-2 and IEC 61508-3 
 
 
 

1 Scope 

1.1 This part of IEC 61508 contains information and guidelines on IEC 61508-2 and  
IEC 61508-3. 

– Annex A gives a brief overview of the requirements of IEC 61508-2 and IEC 61508-3 and 
sets out the functional steps in their application. 

– Annex B gives an example technique for calculating the probabilities of hardware failure 
and should be read in conjunction with 7.4.3 and Annex C of IEC 61508-2 and Annex D. 

– Annex C gives a worked example of calculating diagnostic coverage and should be read in 
conjunction with Annex C of IEC 61508-2. 

– Annex D gives a methodology for quantifying the effect of hardware-related common 
cause failures on the probability of failure. 

– Annex E gives worked examples of the application of the software safety integrity tables 
specified in Annex A of IEC 61508-3 for safety integrity levels 2 and 3. 

1.2 IEC 61508-1, IEC 61508-2, IEC 61508-3 and IEC 61508-4 are basic safety publications, 
although this status does not apply in the context of low complexity E/E/PE safety-related 
systems (see 3.4.3 of IEC 61508-4). As basic safety publications, they are intended for use by 
technical committees in the preparation of standards in accordance with the principles 
contained in IEC Guide 104 and ISO/IEC Guide 51. IEC 61508-1, IEC 61508-2, IEC 61508-3 
and IEC 61508-4 are also intended for use as stand-alone publications. The horizontal safety 
function of this international standard does not apply to medical equipment in compliance with 
the IEC 60601 series. 

1.3 One of the responsibilities of a technical committee is, wherever applicable, to make use 
of basic safety publications in the preparation of its publications. In this context, the 
requirements, test methods or test conditions of this basic safety publication will not apply 
unless specifically referred to or included in the publications prepared by those technical 
committees. 

1.4 Figure 1 shows the overall framework of the IEC 61508 series and indicates the role that 
IEC 61508-6 plays in the achievement of functional safety for E/E/PE safety-related systems. 
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Part 1
Specification of the system safety

requirements for the E/E/PE
safety-related systems

7.10

Part 1
Operation, maintenance,repair,

modification and retrofit,
decommissioning or disposal of
E/E/PE safety-related systems
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Figure 1 – Overall framework of the IEC 61508 series  
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2 Normative references 

The following referenced documents are indispensable for the application of this document. 
For dated references, only the edition cited applies. For undated references, the latest edition 
of the referenced document (including any amendments) applies. 

IEC 61508-2:2010, Functional safety of electrical/electronic/programmable electronic safety-
related systems – Part 2: Requirements for electrical/electronic/programmable electronic 
safety-related systems 

IEC 61508-3:2010, Functional safety of electrical/electronic/programmable electronic safety-
related systems – Part 3: Software requirements 

IEC 61508-4:2010, Functional safety of electrical/electronic/programmable electronic safety-
related systems – Part 4: Definitions and abbreviations 

3 Definitions and abbreviations 

For the purposes of this document, the definitions and abbreviations given in IEC 61508-4 
apply. 
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Annex A  
(informative) 

 
Application of IEC 61508-2 and of IEC 61508-3 

 

A.1 General 

Machinery, process plant and other equipment may, in the case of malfunction (for example 
by failures of electrical,  electronic and/or programmable electronic devices), present risks to 
people and the environment from hazardous events such as fires, explosions, radiation 
overdoses, machinery traps, etc. Failures can arise from either physical faults in the device 
(for example causing random hardware failures), or from systematic faults (for example 
human errors made in the specification and design of a system cause systematic failure under 
some particular combination of inputs), or from some environmental condition. 

IEC 61508-1 provides an overall framework based on a risk approach for the prevention 
and/or control of failures in electro-mechanical, electronic, or programmable electronic 
devices. 

The overall goal is to ensure that plant and equipment can be safely automated. A key 
objective of this standard is to prevent: 

– failures of control systems triggering other events, which in turn could lead to danger (for 
example fire, release of toxic materials, repeat stroke of a machine, etc.); and 

– undetected failures in protection systems (for example in an emergency shut-down 
system), making the systems unavailable when needed for a safety action. 

IEC 61508-1 requires that a hazard and risk analysis at the process/machine level is carried 
out to determine the amount of risk reduction necessary to meet the risk criteria for the 
application. Risk is based on the assessment of both the consequence (or severity) and the 
frequency (or probability) of the hazardous event. 

IEC 61508-1 further requires that the amount of risk reduction established by the risk analysis 
is used to determine if one or more safety-related systems1 are required and what safety 
functions (each with a specified safety integrity)2 they are needed for. 

IEC 61508-2 and IEC 61508-3 take the safety functions and safety integrity requirements 
allocated to any system, designated as a E/E/PE safety-related system, by the application of 
IEC 61508-1 and establish requirements for safety lifecycle activities which: 

– are to be applied during the specification, design and modification of the hardware and 
software; and 

– focus on means for preventing and/or controlling random hardware and systematic failures 
(the E/E/PE system and software safety lifecycles)3. 

————————— 
1  Systems necessary for functional safety and containing one or more electrical (electro-mechanical), electronic 

or programmable electronic (E/E/PE) devices are designated as E/E/PE safety-related systems and include all 
equipment necessary to carry out the required safety function (see 3.5.1 of IEC 61508-4). 

2  Safety integrity is specified as one of four discrete levels. Safety integrity level 4 is the highest and safety 
integrity level 1 the lowest (see 3.5.4 and 3.5.8 of IEC 61508-4). 

3  To enable the requirements of this standard to be clearly structured, a decision was made to order the 
requirements using a development process model in which each stage follows in a defined order with little 
iteration (sometimes referred to as a waterfall model). However, it is stressed that any lifecycle approach can 
be used provided a statement of equivalence is given in the safety plan for the project (see Clause 7 of 
IEC 61508-1). 
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IEC 61508-2 and IEC 61508-3 do not give guidance on which level of safety integrity is 
appropriate for a given required tolerable risk. This decision depends upon many factors, 
including the nature of the application, the extent to which other systems carry out safety 
functions and social and economic factors (see IEC 61508-1 and IEC 61508-5). 

The requirements of IEC 61508-2 and IEC 61508-3 include: 

– the application of measures and techniques4, which are graded against the safety integrity 
level, for the avoidance of systematic failures5 by preventative methods; and 

– the control of systematic failures (including software failures) and random hardware 
failures by design features such as fault detection, redundancy and architectural features 
(for example diversity). 

In IEC 61508-2, assurance that the safety integrity target has been satisfied for dangerous 
random hardware failures is based on: 

– hardware fault tolerance requirements (see Tables 2 and 3 of IEC 61508-2); and 
– the diagnostic coverage and frequency of proof tests of subsystems and components, by 

carrying out a reliability analysis using appropriate data. 

In both IEC 61508-2 and IEC 61508-3, assurance that the safety integrity target has been 
satisfied for systematic failures is gained by: 

– the correct application of safety management procedures; 
– the use of competent staff; 
– the application of the specified safety lifecycle activities, including the specified 

techniques and measures6; and 
– an independent functional safety assessment7. 

The overall goal is to ensure that remaining systematic faults, commensurate with the safety 
integrity level, do not cause a failure of the E/E/PE safety-related system. 

IEC 61508-2 has been developed to provide requirements for achieving safety integrity in the 
hardware8 of the E/E/PE safety-related systems including sensors and final elements. 
Techniques and measures against both random hardware failures and systematic hardware 
failures are required. These involve an appropriate combination of fault avoidance and failure 
control measures as indicated above. Where manual action is needed for functional safety, 
requirements are given for the operator interface. Also diagnostic test techniques and 
measures, based on software and hardware (for example diversity), to detect random 
hardware failures are specified in IEC 61508-2. 

IEC 61508-3 has been developed to provide requirements for achieving safety integrity for the 
software – both embedded (including diagnostic fault detection services) and application 
software. IEC 61508-3 requires a combination of fault avoidance (quality assurance) and fault 
tolerance approaches (software architecture), as there is no known way to prove the absence 
of faults in reasonably complex safety-related software, especially the absence of 
specification and design faults. IEC 61508-3 requires the adoption of such software 

————————— 
4  The required techniques and measures for each safety integrity level are shown in the tables in Annexes A 

and B of IEC 61508-2 and IEC 61508-3. 

5  Systematic failures cannot usually be quantified. Causes include: specification and design faults in hardware 
and software; failure to take account of the environment (for example temperature); and operation-related faults 
(for example poor interface). 

6  Alternative measures to those specified in the standard are acceptable provided justification is documented 
during safety planning (see Clause 6 of IEC 61508-1). 

7  Independent assessment does not always imply third party assessment (see Clause 8 of IEC 61508-1). 

8  Including fixed built-in software or software equivalents (also called firmware), such as application-specific 
integrated circuits. 
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engineering principles as: top down design; modularity; verification of each phase of the 
development lifecycle; verified software modules and software module libraries; and clear 
documentation to facilitate verification and validation. The different levels of software require 
different levels of assurance that these and related principles have been correctly applied. 

The developer of the software may or may not be separate from the organization developing 
the whole E/E/PE system. In either case, close cooperation is needed, particularly in 
developing the architecture of the programmable electronics where trade-offs between 
hardware and software architectures need to be considered for their safety impact (see 
Figure 4 of IEC 61508-2). 

A.2 Functional steps in the application of IEC 61508-2 

The functional steps in the application of IEC 61508-2 are shown in Figures A.1 and A.2. The 
functional steps in the application of IEC 61508-3 are shown in Figure A.3. 

Functional steps for IEC 61508-2 (see Figures A.1 and A.2) are as follows: 

a) Obtain the allocation of safety requirements (see IEC 61508-1). Update the safety 
planning as appropriate during E/E/PE safety-related system development. 

b) Determine the requirements for E/E/PE safety-related systems, including the safety 
integrity requirements, for each safety function (see 7.2 of IEC 61508-2). Allocate 
requirements to software and pass to software supplier and/or developer for the 
application of IEC 61508-3. 

NOTE 1 The possibility of coincident failures in the EUC control system and E/E/PE safety-related system(s) 
needs to be considered at this stage (see A.5.4 of IEC 61508-5). These may result from failures of components 
having a common cause due to for example similar environmental influences. The existence of such failures could 
lead to a higher than expected residual risk unless properly addressed. 

c) Start the phase of planning for E/E/PE safety-related system safety validation (see 7.3 of 
IEC 61508-2). 

d) Specify the architecture (configuration) for the E/E/PE safety-related logic subsystem, 
sensors and final elements. Review with the software supplier/developer the hardware and 
software architecture and the safety implications of the trade-offs between the hardware 
and software (see Figure 4 of IEC 61508-2). Iterate if required. 

e) Develop a model for the hardware architecture for the E/E/PE safety-related system. 
Develop this model by examining each safety function separately and determine the 
subsystem (component) to be used to carry out this function. 

f) Establish the system parameters for each of the subsystems (components) used in the 
E/E/PE safety-related system. For each of the subsystems (elements), determine the 
following: 
– the proof test interval for failures which are not automatically revealed; 
– the mean time to restoration; 
– the diagnostic coverage (see Annex C of IEC 61508-2); 
– the probability of failure; 

− the required architectural constraints; for Route 1H see 7.4.4.2 and Annex C of 
IEC 61508-2 and for Route 2H see 7.4.4.3 of IEC 61508-2. 

g) Create a reliability model for each of the safety functions that the E/E/PE safety-related 
system is required to carry out. 

NOTE 2 A reliability model is a mathematical formula which shows the relationship between reliability and 
relevant parameters relating to equipment and conditions of use. 

h) Calculate a reliability prediction for each safety function using an appropriate technique. 
Compare the result with the target failure measure determined in b) above and the 
requirements of Route 1H (see 7.4.4.2 of IEC 61508-2) or Route 2H (see 7.4.4.3 of 
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IEC 61508-2). If the predicted reliability does not meet the target failure measure and/or 
does not meet the requirements of Route 1H or Route 2H , then change 

− where possible, one or more of the subsystem parameters (go back to f) above); 
and/or 

− the hardware architecture (go back to d) above).  

NOTE 3 A number of modelling methods are available and the analyst should choose which is the most 
appropriate (see Annex B for guidance on some methods that could be used). 

i) Implement the design of the E/E/PE safety-related system. Select measures and 
techniques to control systematic hardware failures, failures caused by environmental 
influences and operational failures (see Annex A of IEC 61508-2). 

j) Integrate the verified software (see IEC 61508-3) onto the target hardware (see 7.5 of 
IEC 61508-2 and Annex B of IEC 61508-2) and, in parallel, develop the procedures for 
users and maintenance staff to follow when operating the system (see 7.6 of IEC 61508-2 
and Annex B of IEC 61508-2). Include software aspects (see A.3 f)). 

k) Together with the software developer (see 7.7 of IEC 61508-3), validate the E/E/PE 
system (see 7.7 of IEC 61508-2 and Annex B of IEC 61508-2). 

l) Hand over the hardware and results of the E/E/PE safety-related system safety validation 
to the system engineers for further integration into the overall system. 

m) If maintenance/modification of the E/E/PE safety related system is required during 
operational life then re-activate IEC 61508-2 as appropriate (see 7.8 of IEC 61508-2). 

A number of activities run across the E/E/PE safety related system safety lifecycle. These 
include verification (see 7.9 of IEC 61508-2) and functional safety assessment (see Clause 8 
of IEC 61508-1). 

In applying the above steps the E/E/PE safety related system safety techniques and 
measures appropriate to the required safety integrity level are selected. To aid in this 
selection, tables have been formulated, ranking the various techniques/measures against the 
four safety integrity levels (see Annex B of IEC 61508-2). Cross-referenced to the tables is an 
overview of each technique and measure with references to further sources of information 
(see Annexes A and B of IEC 61508-7). 

Annex B provides one possible technique for calculating the probabilities of hardware failure 
for E/E/PE safety-related systems. 

NOTE 4 In applying the above steps, alternative measures to those specified in the standard are acceptable 
provided justification is documented during safety planning (see Clause 6 of IEC 61508-1). 
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Figure A.1 – Application of IEC 61508-2 
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Figure A.2 – Application of IEC 61508-2 (Figure A.1 continued) 
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A.3 Functional steps in the application of IEC 61508-3 

Functional steps for IEC 61508-3 (see Figure A.3) are as follows. 

a) Obtain the requirements for the E/E/PE safety-related systems and relevant parts of the 
safety planning (see 7.3 of IEC 61508-2). Update the safety planning as appropriate 
during software development. 

 NOTE 1 Earlier lifecycle phases have already: 

– specified the required safety functions and their associated safety integrity levels (see 7.4 and 7.5 of 
IEC 61508-1); 

– allocated the safety functions to designated E/E/PE safety-related systems (see 7.6 of IEC 61508-1); and 

– allocated functions to software within each E/E/PE safety-related system (see 7.2 of IEC 61508-2). 

b) Determine the software architecture for all safety functions allocated to software (see 7.4 
of IEC 61508-3 and Annex A of IEC 61508-3). 

c) Review with the E/E/PE safety-related system’s supplier/developer, the software and 
hardware architecture and the safety implications of the trade-offs between the software 
and hardware (see Figure 4 of IEC 61508-2). Iterate if required. 

d) Start the planning for software safety verification and validation (see 7.3 and 7.9 of 
IEC 61508-3). 

e) Design, develop and verify/test the software according to the: 

− software safety planning; 

− software safety integrity level; and 

− software safety lifecycle. 
f) Complete the final software verification activity and integrate the verified software onto the 

target hardware (see 7.5 of IEC 61508-3), and in parallel develop the software aspects of 
the procedures for users and maintenance staff to follow when operating the system (see 
7.6 of IEC 61508-3, and A.2 k)). 

g) Together with the hardware developer (see 7.7 of IEC 61508-2), validate the software in 
the integrated E/E/PE safety-related systems (see 7.7 of IEC 61508-3). 

h) Hand over the results of the software safety validation to the system engineers for further 
integration into the overall system. 

i) If modification of the E/E/PE safety-related system software is required during operational 
life then re-activate this IEC 61508-3 phase as appropriate (see 7.8 of IEC 61508-3). 

A number of activities run across the software safety lifecycle. These include verification (see 
7.9 of IEC 61508-3) and functional safety assessment (see Clause 8 of IEC 61508-3). 

In applying the above steps, software safety techniques and measures appropriate to the 
required safety integrity are selected. To aid in this selection, tables have been formulated 
ranking the various techniques/measures against the four safety integrity levels (see Annex A 
of IEC 61508-3). Cross-referenced to the tables is an overview of each technique and 
measure with references to further sources of information (see Annex C of IEC 61508-7). 

Worked examples in the application of the safety integrity tables are given in Annex E, and 
IEC 61508-7 includes a probabilistic approach to determining software safety integrity for pre-
developed software (see Annex D of IEC 61508-7). 

NOTE 2 In applying the above steps, alternative measures to those specified in the standard are acceptable 
provided justification is documented during safety planning (see Clause 6 of IEC 61508-1). 
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Figure A.3 – Application of IEC 61508-3 
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Annex B  
(informative) 

 
Example of technique for evaluating probabilities of hardware failure 

 

B.1 General 

This annex provides possible techniques for calculating the probabilities of hardware failure 
for E/E/PE safety-related systems installed in accordance with IEC 61508-1, IEC 61508-2 and 
IEC 61508-3. The information provided is informative in nature and should not be interpreted 
as the only evaluation techniques that might be used. It does, however, provide both a 
relatively simple approach for assessing the capability of E/E/PE safety-related systems and 
guidelines to use alternative techniques derived from the classical reliability calculations 
techniques. 

NOTE 1 System architectures stated in this part are provided by way of examples and should not be considered 
exhaustive as there are many other architectures that may be used. 

NOTE 2 See ISA-TR84.00.02-2002 [17] in the Bibliography. 

A number of reliability techniques are more or less straightforwardly usable for the analysis of 
hardware safety integrity of E/E/PE safety-related systems. Classically, they are sorted 
according to the two following point of views: 

− static (Boolean) versus dynamic (states/transitions) models; 

− analytical versus Monte Carlo simulation calculations. 

Boolean models encompass all models describing the static logical links between the 
elementary failures and the whole system failure. Reliability Block Diagrams (RBD) (see C.6.4 
of IEC 61508-7 and IEC 61078 [4]) and Fault Trees (FT) (see B.6.6.5 and B.6.6.9 of 
IEC 61508-7) and IEC 61025 [18] belong to Boolean models. 

States/transitions models encompass all models describing how the system behaves (jumps 
from states to states) according to arising events (failures, repairs, tests, etc.). Markovian 
(see B.6.6.6 of IEC 61508-7 and IEC 61165 [5]), Petri nets (see B.2.3.3 and  B.6.6.10 of 
IEC 61508-7 and IEC 62551 [19]) and formal language models belong to states/transitions 
models. Two Markovian approaches are investigated: a simplified approach based on specific 
formulae (B.3) and a general approach allowing direct calculations on Markov graphs (B.5.2). 
For non Markovian safety systems, Monte Carlo simulations can be used instead. With 
present time personal computers this is achievable even for SIL 4 calculations. Subclauses 
B.5.3 and B.5.4 of this annex provides guidelines about handling Monte Carlo simulations 
(see B.6.6.8 of IEC 61508-7) on behavioural models based on Petri nets and formal 
languages modelling. 

The simplified approach which is presented first is based on RBD graphical representations 
and specific Markovian formulae obtained from Taylor's developments and slightly 
conservative underlying hypotheses described in B.3.1. 

All these methods can be used for the majority of safety related systems and, when deciding 
which technique to use on any particular application, it is very important that the user of a 
particular technique is competent in using the technique and this may be more important than 
the technique which is actually used. It is the responsibility of the analyst to verify that the 
underling hypotheses of any particular method are satisfied or any adjustments are required 
to obtain an adequate realist conservative result. In case of poor reliability data or dominant 
common cause failure, it may be sufficient to use the simplest model / techniques. Whether 
the loss of accuracy is significant can only be determined in the particular circumstances. 
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If software programmes are used to perform the calculations then the practitioner shall have 
an understanding of the formulae/techniques used by the software package to ensure its use 
is suitable for the specific application. The practitioner should also verify the software 
package by checking its output with some manual calculated test cases. 

Where a failure of the EUC control system places a demand on the E/E/PE safety-related 
system, then the probability of a hazardous event occurring also depends on the probability of 
failure of the EUC control system. In that situation, it is necessary to consider the possibility 
of co-incident failure of components in the EUC control system and the E/E/PE safety-related 
system due to common cause failure mechanisms. The existence of such failures could lead 
to a higher than expected residual risk unless properly addressed. 

B.2 Considerations about basic probabilistic calculations 

B.2.1 Introduction 

The reliability block diagram (RBD) on Figure B.1 is representing a safety loop made of three 
sensors (A, B, C), one logic solver (D), two final elements (E, F), and common cause failures 
(CCF). 

 

 

Figure B.1 – Reliability Block Diagram of a whole safety loop 

This facilitates the identification of five failure combinations leading to the E/E/PE safety-
related system failure. Each of them is a so-called minimal cut set: 

− (A, B, C) is a triple failure; 

− (E, F) is a double failure; 

− (D) (CCF1) (CCF2) are single failures. 

B.2.2 Low demand E/E/PE safety-related system 

When a E/E/PE safety-related system is used in low demand mode, the standard requires that 
its PFDavg (i.e. its average unavailability) be assessed. This is simply the ratio MDT(T)/T 
where MDT(T) is the mean down time over the period [0, T] of the E/E/PE safety-related 
system. 

For safety system the probability of failure is, normally, very low and the probability to have 
two minimal cut sets at the same time is negligible. Therefore, the sum of the mean down 
times due to each cut sets gives a conservative estimate of the mean down time of the whole 
system. From Figure B.1 we find: 

EFDABC MDTMDTMDTMDT ++≈  

Dividing by T gives: 
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EF
avg

D
avg

ABC
avgavg PFDPFDPFDPFD ++≈  

Therefore, for parts in series, PFDavg calculations are very similar to those performed with 
ordinary probabilities when they are very small compared to 1. 

However for parallel parts where multiple failure are required before the loss of the function 
like (E, F), it is clear that MDTEF may not be calculated straightforwardly from 
MDTE

 and MDTF: The (E,F) system’s MDT has to be calculated as 

∫=
T

0

FEEF dttPFDtPFDMDT )()(  

Therefore, ordinary probabilistic calculations (additions and multiplications) are no longer 
valid for PFDavg calculations (integrals) of parts in parallel. PFDavg has not the same 
properties as a genuine probability and its assimilation with a genuine probability is likely to 
lead to non conservative results. In particular, it is not possible to obtain the PFDavg of an 
E/E/PE safety-related system just by combining in a conventional way the PFDavg,i of its 
components. As this is sometimes encouraged by commercial Boolean software packages, 
analysts should be vigilant to avoid such non conservative calculations which are undesirable 
when dealing with safety. 

EXAMPLE  For a redundant (1oo2) channel with a dangerous undetected failure rate λDU with a proof test interval 
τ, an incorrect probability model calculation could give (λDU.τ)2/4 when the actual result is (λDU.τ)2/3. 

Calculations may be performed analytically or by using Monte Carlo simulation. This annex 
describes how to do that by using conventional reliability models based on Boolean (RBD or 
Fault-trees) or, states/transitions models (Markov, Petri nets, etc.). 

B.2.3 Continuous or high demand mode E/E/PE safety-related system 

B.2.3.1 General PFH formula 

When an E/E/PE safety-related system is used in continuous or high demand mode, the 
standard requires the calculation of its PFH (i.e. its average frequency of dangerous failure). 
This is the average of the so called unconditional failure intensity (also called failure 
frequency) w(t) over the period of interest:  

∫=
T

0

dttw
T
1TPFH )()(  

Where the E/E/PE safety-related system is working in continuous mode and is the ultimate 
safety barrier, then the overall safety-related system failure will lead directly to a potentially 
hazardous situation. Hence for failures that cause the loss of the overall safety function no 
overall safety-related system repair can be considered in the calculations. However, if the 
failure of the overall safety-related system does not lead directly to the potential hazard due 
to some other safety barrier or equipment failure then it may be possible to consider the 
detection and repair of the safety-related system in its risk reduction calculation. 

B.2.3.2 Un-reliability case (e.g. single barrier working in continuous mode) 

This case is relevant when E/E/PE safety-related system working in continuous mode is the 
ultimate safety barrier. Therefore a potential hazard can occur as soon as it is failing. No 
overall system failures are acceptable over the period of interest. 
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In this case the PFH may be calculated by using the unreliability over the period of interest: 

F(T): 
T
TF

T

dtt1
TPFH

T

0 )(
)(exp

)( =⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
Λ−−

=
∫

 

The overall system failure rate, Λ(t), may be time dependent or constant. 

When it is time dependant, we have: avg
avg

T
T1

TPFH Λ≈
Λ−−

=
).exp(

)(  

When the system is made of components completely and quickly repairable with constant 
failure and repair rates (e.g. dangerous detected failures), Λ(t) reaches quickly an asymptotic 
constant value Λas and, when .1)( <<TPFH , we have: 

MTTF
1

T
T1TPFH as

as =Λ≈Λ−−= ).exp()(  

Λas exists only when the E/E/PE safety-related system working in continuous mode comprises 
only safe and DD failures (i.e. quickly detected and repaired). No repair of failures that can 
directly cause the overall failure of the safety function can be considered. For a redundant 
configuration where it is relevant to consider proof tests, then the asymptotic failure rate is not 
relevant and the previous equations have to be used. It is the job of the analyst to verify which 
case is relevant. 

B.2.3.3 Unavailability case (e.g. multiple safety barriers) 

When the E/E/PE safety-related system working in continuous mode is not the ultimate 
barrier, its failures only increase the demand frequency on other safety barriers, or when it is 
working in the high demand mode, such that it is possible to detect (automatically or 
manually) and repair a fault that could cause the direct loss of the safety function within the 
expected demand period. In this case its overall failures can be repaired and PFH may be 
calculated from the availability, A(t), and from the conditional failure intensity, Λv(t), of the 
system. 

Again, when the system is made of components completely and quickly repairable (i.e. when, 
in any degraded situation, there is an high probability to come back quickly to a good working 
state), Λv(t) reaches quickly its asymptotic value, Λvas, which, in addition, is also a good 
approximation of the true asymptotic overall system failure rate, Λas, introduced in B.2.3.2. 

This leads to the following approximations:  

MTTF
1

MUT
1

MTBF
1

MDTMUT
1PFH ≈≈=
+

=  

where  

MUT  is the acronym for Mean Up Time;  

MDT  is the acronym for Mean Down Time;  

MTBF is the acronym for Mean Time Between Failure; and  

MTTF  is the acronym for Mean Time To Failure. 

BS EN 61508-6:2010

Li
ce

ns
ed

 C
op

y:
 S

ci
en

ce
 &

 T
ec

hn
ol

og
y 

F
ac

ili
tie

s 
C

ou
nc

il,
 2

5/
08

/2
01

0 
10

:1
5,

 U
nc

on
tr

ol
le

d 
C

op
y,

 (
c)

 B
S

I



61508-6 © IEC:2010 – 25 – 

B.2.3.4 Failure rate considerations 

Several formulae above use the overall system failure rate Λ(t). Its evaluation is not so easy 
and some reminders are needed. 

Series structures are very simple to handle as failure rates can be added. From Figure B.1, 
we can write Λ(t) = Λabc(t) + λCCF1(t) + λd(t) + Λef(t) + λCCF2(t) where Λ(t) is the overall failure 
rate of the E/E/PE safety-related system and Λabc(t), λCCF1(t), λd(t), Λef(t) and λCCF2(t) the 
failure rates of the five minimal cut sets. 

For parallel structures this is not so simple because there are no simple relationships with 
individual components failure rates. For example, let us consider cut set (E, F): 

1) When E and F cannot be immediately be restored (e.g. DU failures), Λef(t) varies 
continuously from 0 to λ (failure rate of E or F). An asymptotic value is reached when one 
of the two components is likely to have failed. This is a very slow process as this arises 
when t becomes larger than 1/λ. This asymptotic value will be never reached in actual life 
if E and F are periodically proof tested with a test interval τ << 1/λ. 

2) When E and F are restored in a relatively short period of time (e.g. DD failures), Λef(t) 
goes very fast to an asymptotic value Λef

As = 2λ2/μ which can be used as an equivalent 
constant failure rate. It is reached when t becomes greater than two or three times the 
larger MTTR of the components. It is a particular case of the completely and quickly 
repairable systems discussed above. 

Therefore, in the general case, evaluating the overall system failure rates imply more complex 
calculations than the more simple series structure. 

B.3 Reliability block diagram approach, assuming constant failure rate 

B.3.1 Underlying hypothesis 

The calculations are based on the following assumptions: 

– the resulting average probability of failure on demand for the system is less than 10–1, or 
the resultant average frequency of dangerous failure for the system is less than 10–5 h-1 
NOTE 1 This assumption means that the E/E/PE safety-related system is within the scope of IEC 61508 
series and within the SIL 1 band (see Tables 2 and 3 of IEC 61508-1). 

– component failure rates are constant over the life of the system; 
– the sensor (input) subsystem comprises the actual sensor(s) and any other components 

and wiring, up to but not including the component(s) where the signals are first combined 
by voting or other processing (for example for two sensor channels, the configuration 
would be as shown in Figure B.2); 

– the logic subsystem comprises the component(s) where the signals are first combined, 
and all other components up to and including where final signal(s) are presented to the 
final element subsystem; 

– the final element (output) subsystem comprises all the components and wiring which 
process the final signal(s) from the logic subsystem including the final actuating 
component(s); 

– the hardware failure rates used as inputs to the calculations and tables are for a single 
channel of the subsystem (for example, if 2oo3 sensors are used, the failure rate is for a 
single sensor and the effect of 2oo3 is calculated separately); 

– the channels in a voted group all have the same failure rates and diagnostic coverage; 
– the overall hardware failure rate of a channel of the subsystem is the sum of the 

dangerous failure rate and safe failure rate for that channel, which are assumed to be 
equal; 
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NOTE 2 This assumption affects the safe failure fraction (see Annex C of IEC 61508-2), but the safe failure 
fraction does not affect the calculated values for probability of failure given in this annex. 

– for each safety function, there is perfect proof testing and repair (i.e. all failures that 
remain undetected are detected by the proof test), but for the effects of a non-perfect 
proof test see B.3.2.5; 

– the proof test interval is at least an order of magnitude greater than the MRT; 
– for each subsystem there is a single proof test interval and MRT; 
– the expected interval between demands is at least an order of magnitude greater than the 

proof test interval; 
– for all subsystems operating in low demand mode of operation, and for 1oo2, 1oo2D,1oo3 

and 2oo3, voted groups operating in high demand or continuous mode of operation, the 
fraction of failures specified by the diagnostic coverage is both detected and repaired 
within the MTTR used to determine hardware safety integrity requirements; 

EXAMPLE If a MTTR of 8 h is assumed, this includes the diagnostic test interval which is typically less than 1 h, 
the remainder being the MRT. 

NOTE 3 For 1oo2, 1oo2D, 1oo3 and 2oo3 voted groups, it is assumed that any repair is on-line. Configuring an 
E/E/PE safety-related system, so that on any detected fault the EUC is put into a safe state, improves the average 
probability of failure on demand. The degree of improvement depends on the diagnostic coverage. 

– for 1oo1 and 2oo2 voted groups operating in high demand or continuous mode of 
operation, the E/E/PE safety-related system always achieves a safe state after detecting a 
dangerous fault; to achieve this, the expected interval between demands is at least an 
order of magnitude greater than the diagnostic test intervals, or the sum of the diagnostic 
test intervals and the time to achieve a safe state is less than the process safety time; 

NOTE 4 For process safety time see 3.6.20 of IEC 61508-4. 

– when a power supply failure removes power from a de-energize-to-trip E/E/PE safety-
related system and initiates a system trip to a safe state, the power supply does not affect 
the average probability of failure on demand of the E/E/PE safety-related system; if the 
system is energized to trip, or the power supply has failure modes that can cause unsafe 
operation of the E/E/PE safety-related system, the power supply should be included in the 
evaluation; 

– where the term channel is used, it is limited to only that part of the system under 
discussion, which is usually either the sensor, logic or final element subsystem; 

– the abbreviated terms are described in Table B.1. 

Sensor

Sensor

Input module

Input module

Logic voting
component

Sensor subsystem

 

Figure B.2 – Example configuration for two sensor channels 

IEC   322/2000 
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Table B.1 – Terms and their ranges used in this annex 
(applies to 1oo1, 1oo2, 2oo2, 1oo2D, 1oo3 and 2oo3) 

Abbre-
viation 

Term (units) Parameter ranges in 
Tables B.2 to B.5 and 

B.10 to B.13 

T1 Proof test interval (hour) One month (730 h)1 

Three months (2 190 h)1 

Six months (4 380 h) 

One year (8 760 h) 

Two years (17 520 h)2 

Ten years (87 600 h)2 

MTTR Mean time to restoration (hour) 8 h  

NOTE MTTR = MRT = 8 
hours is based on the 
assumption that the time 
to detect a dangerous 
failure, based on 
automatic detection, is << 
MRT. 

 

MRT Mean repair time (hour) 8 h 

NOTE MTTR = MRT = 8 
hours is based on the 
assumption that the time 
to detect a dangerous 
failure, based on 
automatic detection, is << 
MRT 

DC Diagnostic coverage (expressed as a fraction in the equations and as a 
percentage elsewhere) 

0 % 

60 % 

90 % 

99 % 

β The fraction of undetected failures that have a common cause 
(expressed as a fraction in the equations and as a percentage 
elsewhere) (Tables B.2 to B.5 and B.10 to B.13 assume β = 2 × βD) 

2 % 

10 % 

20 % 

βD Of those failures that are detected by the diagnostic tests, the fraction 
that have a common cause (expressed as a fraction in the equations 
and as a percentage elsewhere) 

(Tables B.2 to B.5 and B.10 to B.13 assume β = 2 × βD) 

1 % 

5 % 

10 % 

λDU  Dangerous Undetected failure rate (per hour) of a channel in a 
subsystem 

0,05 × 10-6 

0,25 × 10-6 

0,5 × 10-6 

2,5 × 10-6 

5 × 10-6 

25 × 10-6 

PFDG Average probability of failure on demand for the group of voted 
channels 

(If the sensor, logic or final element subsystem comprises of only one 
voted group, then PFDG is equivalent to PFDS, PFDL or PFDFE 
respectively) 

 

PFDS Average probability of failure on demand for the sensor subsystem  

PFDL Average probability of failure on demand for the logic subsystem  
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Abbre-
viation 

Term (units) Parameter ranges in 
Tables B.2 to B.5 and 

B.10 to B.13 

PFDFE Average probability of failure on demand for the final element 
subsystem 

 

PFDSYS Average probability of failure on demand of a safety function for the 
E/E/PE safety-related system 

 

PFHG  Average frequency of dangerous failure for the group of voted channels 
(if the sensor, logic or final element subsystem comprises of only one 
voted group, then PFHG is equivalent to PFHS, PFHL or PFHFE 
respectively) 

 

PFHS Average frequency of dangerous failure for the sensor subsystem  

PFHL Average frequency of dangerous failure for the logic subsystem  

PFHFE Average frequency of dangerous failure for the final element subsystem  

PFHSYS Average frequency of dangerous failure of a safety function for the 
E/E/PE safety-related system 

 

λ Total failure rate (per hour) of a channel in a subsystem  

λD Dangerous failure rate (per hour) of a channel in a subsystem, equal to 
0,5 λ (assumes 50 % dangerous failures and 50 % safe failures) 

 

λDD Detected dangerous failure rate (per hour) of a channel in a subsystem 
(this is the sum of all the detected dangerous failure rates within the 
channel of the subsystem) 

 

λDU Undetected dangerous failure rate (per hour) of a channel in a 
subsystem (this is the sum of all the undetected dangerous failure rates 
within the channel of the subsystem) 

 

λSD Detected safe failure rate (per hour) of a channel in a subsystem (this is 
the sum of all the detected safe failure rates within the channel of the 
subsystem) 

 

tCE Channel equivalent mean down time (hour) for 1oo1, 1oo2, 2oo2 and 
2oo3 architectures (this is the combined down time for all the 
components in the channel of the subsystem) 

 

tGE Voted group equivalent mean down time (hour) for 1oo2 and 2oo3 
architectures (this is the combined down time for all the channels in the 
voted group) 

 

tCE’ Channel equivalent mean down time (hour) for 1oo2D architecture (this 
is the combined down time for all the components in the channel of the 
subsystem) 

 

tGE’ Voted group equivalent mean down time (hour) for 1oo2D architecture 
(this is the combined down time for all the channels in the voted group) 

 

T2 Interval between demands (h)  

K Fraction of the success of the autotest circuit in the 1oo2D system  

PTC Proof Test Coverage  
1 High demand or continuous mode only. 
2 Low demand mode only. 

 

B.3.2 Average probability of failure on demand (for low demand mode of operation) 

B.3.2.1 Procedure for calculations 

The average probability of failure on demand of a safety function for the E/E/PE safety-related 
system is determined by calculating and combining the average probability of failure on 
demand for all the subsystems which together implement the safety function. Since in this 
annex the probabilities are small, this can be expressed by the following (see Figure B.3): 

PFD PFD PFD PFDSYS S L FE= + +  
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where 

PFDSYS  is the average probability of failure on demand of a safety function for the 
E/E/PE safety-related system; 
PFDS   is the average probability of failure on demand for the sensor subsystem; 
PFDL   is the average probability of failure on demand for the logic subsystem; and 
PFDFE   is the average probability of failure on demand for the final element subsystem. 

 

Logic subsystem
Sensor subsystem
(sensors and input

interface)

Final element subsystem
(output interface and

final elements)

IEC 323/2000 

Figure B.3 – Subsystem structure 

To determine the average probability of failure on demand for each of the subsystems, the 
following procedure should be adhered to for each subsystem in turn. 

a) Draw the block diagram showing the sensor subsystem (input) components, logic 
subsystem components or final element subsystem (output) components. For example, 
sensor subsystem components may be sensors, barriers, input conditioning circuits; logic 
subsystem components may be processors and scanning devices; and final element 
subsystem components may be output conditioning circuits, barriers and actuators. 
Represent each subsystem as one or more 1oo1, 1oo2, 2oo2, 1oo2D, 1oo3 or 2oo3 voted 
groups. 

b) Refer to the relevant table from Tables B.2 to B.5 which are for six-month, one-year, two-
year and 10-year proof test intervals. These tables also assume an 8 h mean time to 
restoration for each failure once it has been revealed. 

c) For each voted group in the subsystem, select from the relevant table of Tables B.2 to 
B.5: 

− architecture (for example, 2oo3); 

− diagnostic coverage of each channel (for example, 60 %); 

− the dangerous failure rate (per hour), λD, of each channel (for example, 2,5 × 10-06); 

− the common cause failure β-factors, β and βD, for the interaction between the channels 
in the voted group (for example, 2 % and 1 % respectively). 

NOTE 1 It is assumed that every channel in the voted group has the same diagnostic coverage and failure rate 
(see Table B.1). 

NOTE 2 It is assumed in Tables B.2 to B.5 (and in Tables B.10 to B.13) that the β-factor in the absence of 
diagnostic tests (also used for undetected dangerous failures in the presence of diagnostic tests), β, is 2 times the 
β-factor for failures detected by the diagnostic tests, βD. 

d) Obtain, from the relevant table from Tables B.2 to B.5, the average probability of failure on 
demand for the voted group. 

e) If the safety function depends on more than one voted group of sensors or actuators, the 
combined average probability of failure on demand of the sensor or final element 
subsystem, PFDS or PFDFE, is given in the following equations, where PFDGi and PFDGj 
is the average probability of failure on demand for each voted group of sensors and final 
elements respectively: 

∑=
i

GiS PFDPFD  
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∑=
j

GjFE PFDPFD  

The formula used in all the equations for both PFD and system failure rate are all a function of 
component failure rate and mean down time (MDT). Where there are a number of elements in 
the system and it is required to calculate the combined elements overall PFD or system failure 
rate, then it is often necessary to use a single value for the MDT in the equations. However 
each element may have different failure detection mechanisms with different MDT and 
different elements may have different MDT values for the same failure mechanisms, in which 
case it is necessary to calculate a single value for the MDT which can represent all the 
elements in the path. This can be accomplished by considering the total paths overall failure 
rate then proportioning the individual MDT’s equivalent to their failure rate contribution to the 
total failure rate under consideration. 

As an example, if there are two elements in series but one with a proof test, 1T , and the other 

with a proof test, 2T , then the equivalent single value for the MDT is: 

21 λλλ +=T  

and 

⎟
⎠

⎞
⎜
⎝

⎛+⎟
⎠

⎞
⎜
⎝

⎛=
2
T

2
TMDT 2

T

21

T

1
E λ

λ
λ
λ  

B.3.2.2 Architectures for low demand mode of operation 

NOTE 1 This subclause should be read sequentially, since equations which are valid for several architectures are 
only stated where they are first used. 

NOTE 2 The equations are based on the assumptions listed in B.3.1. 

NOTE 3 The following examples are typical configurations and are not intended to be an exhaustive.  

B.3.2.2.1 1oo1 

This architecture consists of a single channel, where any dangerous failure leads to a failure 
of the safety function when a demand arises. 

Channel

Diagnostics
IEC   324/2000

 

Figure B.4 – 1oo1 physical block diagram 
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Figure B.5 – 1oo1 reliability block diagram 

Figures B.4 and B.5 contain the relevant block diagrams. The dangerous failure rate for the 
channel is given by 

DDDUD λλλ +=  

Figure B.5 shows that the channel can be considered to comprise of two components, one 
with a dangerous failure rate λDU resulting from undetected failures and the other with a 
dangerous failure rate λDD resulting from detected failures. It is possible to calculate the 
channel equivalent mean down time tCE, adding the individual down times from both 
components, tc1 and tc2, in direct proportion to each component’s contribution to the 
probability of failure of the channel: 

MTTRMRT
2

T
t

D

DD1

D

DU
CE λ

λ
λ

λ
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ +=  

For every architecture, the detected dangerous failure rate and the undetected dangerous 
failure rate are given by 

( )DC1DDU −= λλ ;  DCDDD λλ =  

For a channel with down time tCE resulting from dangerous failures 

1tt
e1PFD

CEDCED

tCED

<<≈
−= −

λλ

λ

  since       
 

Hence, for a 1oo1 architecture, the average probability of failure on demand is 

( ) CEDDDUG tPFD λλ +=  

B.3.2.2.2 1oo2 

This architecture consists of two channels connected in parallel, such that either channel can 
process the safety function. Thus there would have to be a dangerous failure in both channels 
before a safety function failed on demand. It is assumed that any diagnostic testing would 
only report the faults found and would not change any output states or change the output 
voting. 

λ DU

t c1  = 1  _   T  + MRT
2 

λDD

tc2 = MTTR

λD

tCE

IEC   325/2000 

BS EN 61508-6:2010

Li
ce

ns
ed

 C
op

y:
 S

ci
en

ce
 &

 T
ec

hn
ol

og
y 

F
ac

ili
tie

s 
C

ou
nc

il,
 2

5/
08

/2
01

0 
10

:1
5,

 U
nc

on
tr

ol
le

d 
C

op
y,

 (
c)

 B
S

I



 – 32 – 61508-6 © IEC:2010 

Channel

Channel

Diagnostics 1oo2

IEC   326/2000

 

Figure B.6 – 1oo2 physical block diagram 

Common
cause failure

λDDλDU

tGE

λD

tCE

IEC   327/2000
 

Figure B.7 – 1oo2 reliability block diagram 

Figures B.6 and B.7 contain the relevant block diagrams. The value of tCE is as given in 
B.3.2.2.1, but now it is necessary to also calculate the system equivalent down time tGE, 
which is given by 
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3
Tt

D

DD1

D

DU
GE λ

λ
λ
λ +⎟

⎠

⎞
⎜
⎝

⎛ +=  

The average probability of failure on demand for the architecture is 
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⎞
⎜
⎝
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2
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DUDDDGECE
2

DUDDDG βλλβλβλβ  

B.3.2.2.3 2oo2 

This architecture consists of two channels connected in parallel so that both channels need to 
demand the safety function before it can take place. It is assumed that any diagnostic testing 
would only report the faults found and would not change any output states or change the 
output voting. 
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Figure B.8 – 2oo2 physical block diagram 
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Figure B.9 – 2oo2 reliability block diagram 

Figures B.8 and B.9 contain the relevant block diagrams. The value of tCE is as given in 
B.3.2.2.1, and the average probability of failure on demand for the architecture is 

CEDG t2PFD λ=  

B.3.2.2.4 1oo2D 

This architecture consists of two channels connected in parallel. During normal operation, 
both channels need to demand the safety function before it can take place. In addition, if the 
diagnostic tests in either channel detect a fault then the output voting is adapted so that the 
overall output state then follows that given by the other channel. If the diagnostic tests find 
faults in both channels or a discrepancy that cannot be allocated to either channel, then the 
output goes to the safe state. In order to detect a discrepancy between the channels, either 
channel can determine the state of the other channel via a means independent of the other 
channel. The channel comparison / switch over mechanism may not be 100 % efficient 
therefore K represents the efficiency of this inter-channel comparison / switch mechanism, i.e. 
the output may remain on the 2oo2 voting even with one channel detected as faulty. 

NOTE The parameter K will need to be determined by an FMEA. 

Diagnostics

Diagnostics

Channel

Channel

1oo2D

IEC   330/2000  

Figure B.10 – 1oo2D physical block diagram 
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Common
cause failure

λDU

λDU

λDD λSD

tGE′

tCE′ IEC   331/2000  

Figure B.11 – 1oo2D reliability block diagram 

The detected safe failure rate for every channel is given by 

DCSSD λλ =  

Figures B.10 and B.11 contain the relevant block diagrams. The values of the equivalent 
mean down times differ from those given for the other architectures in B.3.2.2 and hence are 
labelled tCE′ and tGE′. Their values are given by 
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The average probability of failure on demand for the architecture is 
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B.3.2.2.5 2oo3 

This architecture consists of three channels connected in parallel with a majority voting 
arrangement for the output signals, such that the output state is not changed if only one 
channel gives a different result which disagrees with the other two channels. 

It is assumed that any diagnostic testing would only report the faults found and would not 
change any output states or change the output voting. 

 

Figure B.12 – 2oo3 physical block diagram 
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Common
cause failure
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Figure B.13 – 2oo3 reliability block diagram 

Figures B.12 and B.13 contain the relevant block diagrams. The value of tCE is as given in 
B.3.2.2.1 and the value of tGE is as given in B.3.2.2.2. The average probability of failure on 
demand for the architecture is 
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B.3.2.2.6 1oo3 

This architecture consists of three channels connected in parallel with a voting arrangement 
for the output signals, such that the output state follows 1oo3 voting. 

It is assumed that any diagnostic testing would only report the faults found and would not 
change any output states or change the output voting. 

The reliability diagram will be the same as for the 2oo3 case but with voting 1oo3. The value 
of tCE is as given in B.3.2.2.1 and the value of tGE is as given in B.3.2.2.2. The average 
probability of failure on demand for the architecture is 
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B.3.2.3 Detailed tables for low demand mode of operation 

Table B.2 – Average probability of failure on demand for a proof test interval of six 
months and a mean time to restoration of 8 h 

Architecture DC λD = 0,5E-07 λD = 2,5E-07 λD = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 1,1E-04 5,5E-04 1,1E-03 
(see Note 2) 60 % 4,4E-05 2,2E-04 4,4E-04 

 90 % 1,1E-05 5,7E-05 1,1E-04 
 99 % 1,5E-06 7,5E-06 1,5E-05 

1oo2 0 % 2,2E-06 1,1E-05 2,2E-05 1,1E-05 5,5E-05 1,1E-04 2,4E-05 1,1E-04 2,2E-04
 60 % 8,8E-07 4,4E-06 8,8E-06 4,5E-06 2,2E-05 4,4E-05 9,1E-06 4,4E-05 8,8E-05
 90 % 2,2E-07 1,1E-06 2,2E-06 1,1E-06 5,6E-06 1,1E-05 2,3E-06 1,1E-05 2,2E-05
 99 % 2,6E-08 1,3E-07 2,6E-07 1,3E-07 6,5E-07 1,3E-06 2,6E-07 1,3E-06 2,6E-06

2oo2 0 % 2,2E-04 1,1E-03 2,2E-03 
(see Note 2) 60 % 8,8E-05 4,4E-04 8,8E-04 

 90 % 2,3E-05 1,1E-04 2,3E-04 
 99 % 3,0E-06 1,5E-05 3,0E-05 

1oo2D 0 % 2,2E-06 1,1E-05 2,2E-05 1,1E-05 5,5E-05 1,1E-04 2,4E-05 1,1E-04 2,2E-04
(see Note 3) 60 % 1,4E-06 4,9E-06 9,3E-06 7,1E-06 2,5E-05 4,7E-05 1,4E-05 5,0E-05 9,3E-05

 90 % 4,3E-07 1,3E-06 2,4E-06 2,2E-06 6,6E-06 1,2E-05 4,3E-06 1,3E-05 2,4E-05
 99 % 6,0E-08 1,5E-07 2,6E-07 3,0E-07 7,4E-07 1,3E-06 6,0E-07 1,5E-06 2,6E-06

2oo3 0 % 2,2E-06 1,1E-05 2,2E-05 1,2E-05 5,6E-05 1,1E-04 2,7E-05 1,1E-04 2,2E-04
 60 % 8,9E-07 4,4E-06 8,8E-06 4,6E-06 2,2E-05 4,4E-05 9,6E-06 4,5E-05 8,9E-05
 90 % 2,2E-07 1,1E-06 2,2E-06 1,1E-06 5,6E-06 1,1E-05 2,3E-06 1,1E-05 2,2E-05
 99 % 2,6E-08 1,3E-07 2,6E-07 1,3E-07 6,5E-07 1,3E-06 2,6E-07 1,3E-06 2,6E-06

0 % 2,2E-06 1,1E-05 2,2E-05 1,1E-05 5,5E-05 1,1E-04 2,2E-05 1,1E-04 2,2E-04
60 % 8,8E-07 4,4E-06 8,8E-06 4,4E-06 2,2E-05 4,4E-05 8,8E-06 4,4E-05 8,8E-05
90 % 2,2E-07 1,1E-06 2,2E-06 1,1E-06 5,6E-06 1,1E-05 2,2E-06 1,1E-05 2,2E-05

1oo3 

99 % 2,6E-08 1,3E-07 2,6E-07 1,3E-07 6,5E-07 1,3E-06 2,6E-07 1,3E-06 2,6E-06
 

Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 5,5E-03 1,1E-02 5,5E-02 
(see Note 2) 60 % 2,2E-03 4,4E-03 2,2E-02 

 90 % 5,7E-04 1,1E-03 5,7E-03 
 99 % 7,5E-05 1,5E-04 7,5E-04 

1oo2 0 % 1,5E-04 5,8E-04 1,1E-03 3,7E-04 1,2E-03 2,3E-03 5,0E-03 8,8E-03 1,4E-02
 60 % 5,0E-05 2,3E-04 4,5E-04 1,1E-04 4,6E-04 9,0E-04 1,1E-03 2,8E-03 4,9E-03
 90 % 1,2E-05 5,6E-05 1,1E-04 2,4E-05 1,1E-04 2,2E-04 1,5E-04 6,0E-04 1,2E-03
 99 % 1,3E-06 6,5E-06 1,3E-05 2,6E-06 1,3E-05 2,6E-05 1,4E-05 6,6E-05 1,3E-04

2oo2 0 % 1,1E-02 2,2E-02 >1E-01 
(see Note 2) 60 % 4,4E-03 8,8E-03 4,4E-02 

 90 % 1,1E-03 2,3E-03 1,1E-02 
 99 % 1,5E-04 3,0E-04 1,5E-03 

1oo2D 0 % 1,5E-04 5,8E-04 1,1E-03 3,8E-04 1,2E-03 2,3E-03 5,0E-03 9,0E-03 1,4E-02
(see Note 3) 60 % 7,7E-05 2,5E-04 4,7E-04 1,7E-04 5,2E-04 9,5E-04 1,3E-03 3,0E-03 5,1E-03

 90 % 2,2E-05 6,6E-05 1,2E-04 4,5E-05 1,3E-04 2,4E-04 2,6E-04 6,9E-04 1,2E-03
 99 % 3,0E-06 7,4E-06 1,3E-05 6,0E-06 1,5E-05 2,6E-05 3,0E-05 7,4E-05 1,3E-04

2oo3 0 % 2,3E-04 6,5E-04 1,2E-03 6,8E-04 1,5E-03 2,5E-03 1,3E-02 1,5E-02 1,9E-02
 60 % 6,3E-05 2,4E-04 4,6E-04 1,6E-04 5,1E-04 9,4E-04 2,3E-03 3,9E-03 5,9E-03
 90 % 1,2E-05 5,7E-05 1,1E-04 2,7E-05 1,2E-04 2,3E-04 2,4E-04 6,8E-04 1,2E-03
 99 % 1,3E-06 6,5E-06 1,3E-05 2,7E-06 1,3E-05 2,6E-05 1,5E-05 6,7E-05 1,3E-04

1oo3 0 % 1,1E-04 5,5E-04 1,1E-03 2,2E-04 1,1E-03 2,2E-03 1,4E-03 5,7E-03 1,1E-02
 60 % 4,4E-05 2,2E-04 4,4E-04 8,8E-05 4,4E-04 8,8E-04 4,6E-04 2,2E-03 4,4E-03
 90 % 1,1E-05 5,6E-05 1,1E-04 2,2E-05 1,1E-04 2,2E-04 1,1E-04 5,6E-04 1,1E-03
 99 % 1,3E-06 6,5E-06 1,3E-05 2,6E-06 1,3E-05 2,6E-05 1,3E-05 6,5E-05 1,3E-04

NOTE 1 This table gives example values of PFDG, calculated using the equations in B.3.2 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFDG is equivalent to PFDS, PFDL or PFDFE respectively (see B.3.2.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average probability of failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.3 – Average probability of failure on demand for a proof test interval of one 
year and mean time to restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2,2E-04 1,1E-03 2,2E-03 
(see Note 2) 60 % 8,8E-05 4,4E-04 8,8E-04 

 90 % 2,2E-05 1,1E-04 2,2E-04 
 99 % 2,6E-06 1,3E-05 2,6E-05 

1oo2 0 % 4,4E-06 2,2E-05 4,4E-05 2,3E-05 1,1E-04 2,2E-04 5,0E-05 2,2E-04 4,4E-04
 60 % 1,8E-06 8,8E-06 1,8E-05 9,0E-06 4,4E-05 8,8E-05 1,9E-05 8,9E-05 1,8E-04
 90 % 4,4E-07 2,2E-06 4,4E-06 2,2E-06 1,1E-05 2,2E-05 4,5E-06 2,2E-05 4,4E-05
 99 % 4,8E-08 2,4E-07 4,8E-07 2,4E-07 1,2E-06 2,4E-06 4,8E-07 2,4E-06 4,8E-06

2oo2 0 % 4,4E-04 2,2E-03 4,4E-03 
(see Note 2) 60 % 1,8E-04 8,8E-04 1,8E-03 

 90 % 4,5E-05 2,2E-04 4,5E-04 
 99 % 5,2E-06 2,6E-05 5,2E-05 

1oo2D 0 % 4,5E-06 2,2E-05 4,4E-05 2,4E-05 1,1E-04 2,2E-04 5,0E-05 2,2E-04 4,4E-04
(see Note 3) 60 % 2,8E-06 9,8E-06 1,9E-05 1,4E-05 4,9E-05 9,3E-05 2,9E-05 9,9E-05 1,9E-04

 90 % 8,5E-07 2,6E-06 4,8E-06 4,3E-06 1,3E-05 2,4E-05 8,5E-06 2,6E-05 4,8E-05
 99 % 1,0E-07 2,8E-07 5,0E-07 5,2E-07 1,4E-06 2,5E-06 1,0E-06 2,8E-06 5,0E-06

2oo3 0 % 4,6E-06 2,2E-05 4,4E-05 2,7E-05 1,1E-04 2,2E-04 6,2E-05 2,4E-04 4,5E-04
 60 % 1,8E-06 8,8E-06 1,8E-05 9,5E-06 4,5E-05 8,8E-05 2,1E-05 9,1E-05 1,8E-04
 90 % 4,4E-07 2,2E-06 4,4E-06 2,3E-06 1,1E-05 2,2E-05 4,6E-06 2,2E-05 4,4E-05
 99 % 4,8E-08 2,4E-07 4,8E-07 2,4E-07 1,2E-06 2,4E-06 4,8E-07 2,4E-06 4,8E-06

1oo3 0 % 4,4E-06 2,2E-05 4,4E-05 2,2E-05 1,1E-04 2,2E-04 4,4E-05 2,2E-04 4,4E-04
 60 % 1,8E-06 8,8E-06 1,8E-05 8,8E-06 4,4E-05 8,8E-05 1,8E-05 8,8E-05 1,8E-04
 90 % 4,4E-07 2,2E-06 4,4E-06 2,2E-06 1,1E-05 2,2E-05 4,4E-06 2,2E-05 4,4E-05
 99 % 4,8E-08 2,4E-07 4,8E-07 2,4E-07 1,2E-06 2,4E-06 4,8E-07 2,4E-06 4,8E-06

 
Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 1,1E-02 2,2E-02 >1E-01 
(see Note 2) 60 % 4,4E-03 8,8E-03 4,4E-02 

 90 % 1,1E-03 2,2E-03 1,1E-02 
 99 % 1,3E-04 2,6E-04 1,3E-03 

1oo2 0 % 3,7E-04 1,2E-03 2,3E-03 1,1E-03 2,7E-03 4,8E-03 1,8E-02 2,4E-02 3,2E-02
 60 % 1,1E-04 4,6E-04 9,0E-04 2,8E-04 9,7E-04 1,8E-03 3,4E-03 6,6E-03 1,1E-02
 90 % 2,4E-05 1,1E-04 2,2E-04 5,1E-05 2,3E-04 4,5E-04 3,8E-04 1,3E-03 2,3E-03
 99 % 2,4E-06 1,2E-05 2,4E-05 4,9E-06 2,4E-05 4,8E-05 2,6E-05 1,2E-04 2,4E-04

2oo2 0 % 2,2E-02 4,4E-02 >1E-01 
(see Note 2) 60 % 8,8E-03 1,8E-02 8,8E-02 

 90 % 2,2E-03 4,5E-03 2,2E-02 
 99 % 2,6E-04 5,2E-04 2,6E-03 

1oo2D 0 % 3,8E-04 1,2E-03 2,3E-03 1,1E-03 2,7E-03 4,9E-03 1,8E-02 2,5E-02 3,4E-02
(see Note 3) 60 % 1,7E-04 5,1E-04 9,5E-04 3,8E-04 1,1E-03 1,9E-03 3,9E-03 7,1E-03 1,1E-02

 90 % 4,4E-05 1,3E-04 2,4E-04 9,1E-05 2,7E-04 4,8E-04 5,8E-04 1,4E-03 2,5E-03
 99 % 5,2E-06 1,4E-05 2,5E-05 1,0E-05 2,8E-05 5,0E-05 5,4E-05 1,4E-04 2,5E-04

2oo3 0 % 6,8E-04 1,5E-03 2,5E-03 2,3E-03 3,8E-03 5,6E-03 4,8E-02 5,0E-02 5,3E-02
 60 % 1,6E-04 5,1E-04 9,4E-04 4,8E-04 1,1E-03 2,0E-03 8,4E-03 1,1E-02 1,5E-02
 90 % 2,7E-05 1,2E-04 2,3E-04 6,4E-05 2,4E-04 4,6E-04 7,1E-04 1,6E-03 2,6E-03
 99 % 2,5E-06 1,2E-05 2,4E-05 5,1E-06 2,4E-05 4,8E-05 3,1E-05 1,3E-04 2,5E-04

1oo3 0 % 2,2E-04 1,1E-03 2,2E-03 4,6E-04 2,2E-03 4,4E-03 4,7E-03 1,3E-02 2,3E-02
 60 % 8,8E-05 4,4E-04 8,8E-04 1,8E-04 8,8E-04 1,8E-03 1,0E-03 4,5E-03 8,9E-03
 90 % 2,2E-05 1,1E-04 2,2E-04 4,4E-05 2,2E-04 4,4E-04 2,2E-04 1,1E-03 2,2E-03
 99 % 2,4E-06 1,2E-05 2,4E-05 4,8E-06 2,4E-05 4,8E-05 2,4E-05 1,2E-04 2,4E-04

NOTE 1 This table gives example values of PFDG, calculated using the equations in B.3.2 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFDG is equivalent to PFDS, PFDL or PFDFE respectively (see B.3.2.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average probability of failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.4 – Average probability of failure on demand for a proof test interval of two 
years and a mean time to restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 4,4E-04 2,2E-03 4,4E-03 
(see Note 2) 60 % 1,8E-04 8,8E-04 1,8E-03 

 90 % 4,4E-05 2,2E-04 4,4E-04 
 99 % 4,8E-06 2,4E-05 4,8E-05 

1oo2 0 % 9,0E-06 4,4E-05 8,8E-05 5,0E-05 2,2E-04 4,4E-04 1,1E-04 4,6E-04 8,9E-04
 60 % 3,5E-06 1,8E-05 3,5E-05 1,9E-05 8,9E-05 1,8E-04 3,9E-05 1,8E-04 3,5E-04
 90 % 8,8E-07 4,4E-06 8,8E-06 4,5E-06 2,2E-05 4,4E-05 9,1E-06 4,4E-05 8,8E-05
 99 % 9,2E-08 4,6E-07 9,2E-07 4,6E-07 2,3E-06 4,6E-06 9,2E-07 4,6E-06 9,2E-06

2oo2 0 % 8,8E-04 4,4E-03 8,8E-03 
(see Note 2) 60 % 3,5E-04 1,8E-03 3,5E-03 

 90 % 8,8E-05 4,4E-04 8,8E-04 
 99 % 9,6E-06 4,8E-05 9,6E-05 

1oo2D 0 % 9,0E-06 4,4E-05 8,8E-05 5,0E-05 2,2E-04 4,4E-04 1,1E-04 4,6E-04 9,0E-04
(see Note 3) 60 % 5,7E-06 2,0E-05 3,7E-05 2,9E-05 9,9E-05 1,9E-04 6,0E-05 2,0E-04 3,7E-04

 90 % 1,7E-06 5,2E-06 9,6E-06 8,5E-06 2,6E-05 4,8E-05 1,7E-05 5,2E-05 9,6E-05
 99 % 1,9E-07 5,4E-07 9,8E-07 9,5E-07 2,7E-06 4,9E-06 1,9E-06 5,4E-06 9,8E-06

2oo3 0 % 9,5E-06 4,4E-05 8,8E-05 6,2E-05 2,3E-04 4,5E-04 1,6E-04 5,0E-04 9,3E-04
 60 % 3,6E-06 1,8E-05 3,5E-05 2,1E-05 9,0E-05 1,8E-04 4,7E-05 1,9E-04 3,6E-04
 90 % 8,9E-07 4,4E-06 8,8E-06 4,6E-06 2,2E-05 4,4E-05 9,6E-06 4,5E-05 8,9E-05
 99 % 9,2E-08 4,6E-07 9,2E-07 4,6E-07 2,3E-06 4,6E-06 9,3E-07 4,6E-06 9,2E-06

1oo3 0 % 8,8E-06 4,4E-05 8,8E-05 4,4E-05 2,2E-04 4,4E-04 8,8E-05 4,4E-04 8,8E-04
 60 % 3,5E-06 1,8E-05 3,5E-05 1,8E-05 8,8E-05 1,8E-04 3,5E-05 1,8E-04 3,5E-04
 90 % 8,8E-07 4,4E-06 8,8E-06 4,4E-06 2,2E-05 4,4E-05 8,8E-06 4,4E-05 8,8E-05
 99 % 9,2E-08 4,6E-07 9,2E-07 4,6E-07 2,3E-06 4,6E-06 9,2E-07 4,6E-06 9,2E-06

 
Architecture DC λ D =2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2,2E-02 4,4E-02 >1E-01 
(see Note 2) 60 % 8,8E-03 1,8E-02 8,8E-02 

 90 % 2,2E-03 4,4E-03 2,2E-02 
 99 % 2,4E-04 4,8E-04 2,4E-03 

1oo2 0 % 1,1E-03 2,7E-03 4,8E-03 3,3E-03 6,5E-03 1,0E-02 6,6E-02 7,4E-02 8,5E-02
 60 % 2,8E-04 9,7E-04 1,8E-03 7,5E-04 2,1E-03 3,8E-03 1,2E-02 1,8E-02 2,5E-02
 90 % 5,0E-05 2,3E-04 4,5E-04 1,1E-04 4,6E-04 9,0E-04 1,1E-03 2,8E-03 4,9E-03
 99 % 4,7E-06 2,3E-05 4,6E-05 9,5E-06 4,6E-05 9,2E-05 5,4E-05 2,4E-04 4,6E-04

2oo2 0 % 4,4E-02 8,8E-02 >1E-01 
(see Note 2) 60 % 1,8E-02 3,5E-02 >1E-01 

 90 % 4,4E-03 8,8E-03 4,4E-02 
 99 % 4,8E-04 9,6E-04 4,8E-03 

1oo2D 0 % 1,1E-03 2,7E-03 4,8E-03 3,4E-03 6,6E-03 1,1E-02 6,7E-02 7,7E-02 9,0E-02
(see Note 3) 60 % 3,8E-04 1,1E-03 1,9E-03 9,6E-04 2,3E-03 4,0E-03 1,3E-02 1,9E-02 2,6E-02

 90 % 9,0E-05 2,6E-04 4,8E-04 1,9E-04 5,4E-04 9,8E-04 1,5E-03 3,2E-03 5,3E-03
 99 % 9,6E-06 2,7E-05 4,9E-05 1,9E-05 5,4E-05 9,8E-05 1,0E-04 2,8E-04 5,0E-04

2oo3 0 % 2,3E-03 3,7E-03 5,6E-03 8,3E-03 1,1E-02 1,4E-02 1,9E-01 1,8E-01 1,7E-01
 60 % 4,8E-04 1,1E-03 2,0E-03 1,6E-03 2,8E-03 4,4E-03 3,2E-02 3,5E-02 4,0E-02
 90 % 6,3E-05 2,4E-04 4,6E-04 1,6E-04 5,1E-04 9,4E-04 2,4E-03 4,0E-03 6,0E-03
 99 % 4,8E-06 2,3E-05 4,6E-05 1,0E-05 4,7E-05 9,2E-05 6,9E-05 2,5E-04 4,8E-04

1oo3 0 % 4,6E-04 2,2E-03 4,4E-03 1,0E-03 4,5E-03 8,9E-03 2,4E-02 3,7E-02 5,5E-02
 60 % 1,8E-04 8,8E-04 1,8E-03 3,6E-04 1,8E-03 3,5E-03 3,1E-03 9,9E-03 1,8E-02
 90 % 4,4E-05 2,2E-04 4,4E-04 8,8E-05 4,4E-04 8,8E-04 4,6E-04 2,2E-03 4,4E-03
 99 % 4,6E-06 2,3E-05 4,6E-05 9,2E-06 4,6E-05 9,2E-05 4,6E-05 2,3E-04 4,6E-04

NOTE 1 This table gives example values of PFDG, calculated using the equations in B.3.2 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFDG is equivalent to PFDS, PFDL or PFDFE respectively (see B.3.2.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average probability of failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.5 – Average probability of failure on demand for a proof test interval 
of ten years and a mean time to restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2,2E-03 1,1E-02 2,2E-02 
(see Note 2) 60 % 8,8E-04 4,4E-03 8,8E-03 

 90 % 2,2E-04 1,1E-03 2,2E-03 
 99 % 2,2E-05 1,1E-04 2,2E-04 

1oo2 0 % 5,0E-05 2,2E-04 4,4E-04 3,7E-04 1,2E-03 2,3E-03 1,1E-03 2,7E-03 4,8E-03
 60 % 1,9E-05 8,9E-05 1,8E-04 1,1E-04 4,6E-04 9,0E-04 2,7E-04 9,6E-04 1,8E-03
 90 % 4,4E-06 2,2E-05 4,4E-05 2,3E-05 1,1E-04 2,2E-04 5,0E-05 2,2E-04 4,4E-04
 99 % 4,4E-07 2,2E-06 4,4E-06 2,2E-06 1,1E-05 2,2E-05 4,5E-06 2,2E-05 4,4E-05

2oo2 0 % 4,4E-03 2,2E-02 4,4E-02 
(see Note 2) 60 % 1,8E-03 8,8E-03 1,8E-02 

 90 % 4,4E-04 2,2E-03 4,4E-03 
 99 % 4,5E-05 2,2E-04 4,5E-04 

1oo2D 0 % 5,0E-05 2,2E-04 4,4E-04 3,7E-04 1,2E-03 2,3E-03 1,1E-03 2,7E-03 4,8E-03
(see Note 3) 60 % 2,9E-05 9,9E-05 1,9E-04 1,7E-04 5,1E-04 9,5E-04 3,8E-04 1,1E-03 1,9E-03

 90 % 8,4E-06 2,6E-05 4,8E-05 4,3E-05 1,3E-04 2,4E-04 9,0E-05 2,6E-04 4,8E-04
 99 % 8,9E-07 2,6E-06 4,8E-06 4,5E-06 1,3E-05 2,4E-05 8,9E-06 2,6E-05 4,8E-05

2oo3 0 % 6,2E-05 2,3E-04 4,5E-04 6,8E-04 1,5E-03 2,5E-03 2,3E-03 3,7E-03 5,6E-03
 60 % 2,1E-05 9,0E-05 1,8E-04 1,6E-04 5,0E-04 9,3E-04 4,7E-04 1,1E-03 2,0E-03
 90 % 4,6E-06 2,2E-05 4,4E-05 2,7E-05 1,1E-04 2,2E-04 6,3E-05 2,4E-04 4,5E-04
 99 % 4,4E-07 2,2E-06 4,4E-06 2,3E-06 1,1E-05 2,2E-05 4,6E-06 2,2E-05 4,4E-05

1oo3 0 % 4,4E-05 2,2E-04 4,4E-04 2,2E-04 1,1E-03 2,2E-03 4,6E-04 2,2E-03 4,4E-03
 60 % 1,8E-05 8,8E-05 1,8E-04 8,8E-05 4,4E-04 8,8E-04 1,8E-04 8,8E-04 1,8E-03
 90 % 4,4E-06 2,2E-05 4,4E-05 2,2E-05 1,1E-04 2,2E-04 4,4E-05 2,2E-04 4,4E-04
 99 % 4,4E-07 2,2E-06 4,4E-06 2,2E-06 1,1E-05 2,2E-05 4,4E-06 2,2E-05 4,4E-05

 
Architecture DC λ D =2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % >1E-01 >1E-01 >1E-01 
(see Note 2) 60 % 4,4E-02 8,8E-02 >1E-01 

 90 % 1,1E-02 2,2E-02 >1E-01 
 99 % 1,1E-03 2,2E-03 1,1E-02 

1oo2 0 % 1,8E-02 2,4E-02 3,2E-02 6,6E-02 7,4E-02 8,5E-02 >1E-01 >1E-01 >1E-01 
 60 % 3,4E-03 6,6E-03 1,1E-02 1,2E-02 1,8E-02 2,5E-02 >1E-01 >1E-01 >1E-01 
 90 % 3,8E-04 1,2E-03 2,3E-03 1,1E-03 2,8E-03 4,9E-03 1,8E-02 2,5E-02 3,5E-02
 99 % 2,4E-05 1,1E-04 2,2E-04 5,1E-05 2,3E-04 4,5E-04 3,8E-04 1,3E-03 2,3E-03

2oo2 0 % >1E-01 >1E-01 >1E-01 
(see Note 2) 60 % 8,8E-02 >1E-01 >1E-01 

 90 % 2,2E-02 4,4E-02 >1E-01 
 99 % 2,2E-03 4,5E-03 2,2E-02 

1oo2D 0 % 1,8E-02 2,5E-02 3,3E-02 6,6E-02 7,7E-02 9,0E-02 1,6E+00 1,5E+00 1,4E+00
(see Note 3) 60 % 3,9E-03 7,1E-03 1,1E-02 1,3E-02 1,9E-02 2,6E-02 2,6E-01 2,7E-01 2,8E-01

 90 % 5,7E-04 1,4E-03 2,5E-03 1,5E-03 3,1E-03 5,2E-03 2,0E-02 2,7E-02 3,5E-02
 99 % 4,6E-05 1,3E-04 2,4E-04 9,5E-05 2,7E-04 4,9E-04 6,0E-04 1,5E-03 2,5E-03

2oo3 0 % 4,8E-02 5,0E-02 5,3E-02 1,9E-01 1,8E-01 1,7E-01 4,6E+00 4,0E+00 3,3E+00
 60 % 8,3E-03 1,1E-02 1,4E-02 3,2E-02 3,5E-02 4,0E-02 7,6E-01 7,1E-01 6,6E-01
 90 % 6,9E-04 1,5E-03 2,6E-03 2,3E-03 3,9E-03 5,9E-03 4,9E-02 5,4E-02 6,0E-02
 99 % 2,7E-05 1,2E-04 2,3E-04 6,4E-05 2,4E-04 4,6E-04 7,1E-04 1,6E-03 2,6E-03

1oo3 0 % 4,7E-03 1,3E-02 2,3E-02 2,4E-02 3,7E-02 5,5E-02 2,5E+00 2,0E+00 1,6E+00
 60 % 1,0E-03 4,5E-03 8,9E-03 3,0E-03 9,8E-03 1,8E-02 1,7E-01 1,8E-01 1,9E-01
 90 % 2,2E-04 1,1E-03 2,2E-03 4,6E-04 2,2E-03 4,4E-03 4,8E-03 1,3E-02 2,4E-02
 99 % 2,2E-05 1,1E-04 2,2E-04 4,4E-05 2,2E-04 4,4E-04 2,2E-04 1,1E-03 2,2E-03

NOTE 1 This table gives example values of PFDG, calculated using the equations in B.3.2 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFDG is equivalent to PFDS, PFDL or PFDFE respectively (see B.3.2.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average probability of failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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B.3.2.4 Example for low demand mode of operation 

Consider a safety function requiring a SIL 2 system. Suppose that the initial assessment for 
the system architecture, based on previous practice, is for one group of three analogue 
pressure sensors, voting 2oo3. The logic subsystem is a redundant 1oo2D configured PE 
system driving a single shut-down valve plus a single vent valve. Both the shut-down and vent 
valves need to operate in order to achieve the safety function. The architecture is shown in 
Figure B.14. For the initial assessment, a proof test period of one year is assumed. 

 

1oo2D

Electronic 
interface 

Vent 
valve 

λD = 2,5×10 -6  h -1 
DC  = 60 % 

Voting = 1oo1 

λ D = 5×10 -6  h -1 
DC  = 60 % 

Voting = 1oo1 

Final element 
subsystem 

Logic subsystem Sensor subsystem 

1oo2D

Electronic 
interface 

Shut- 
down 
valve 

S Electronic 
interface 

S Electronic 
interface 

S Electronic 
interface 

2oo3

2oo3

λ D = 2,5 × 10-6 h-1 
β = 20 % 
βD = 10 % 

DC  = 90 % 
Sensor voting = 2oo3 

λ D =λ S =  5 × 10-6 h-1 
β = 2 % 
βD = 1 % 

DC  = 99 % 
Logic voting = 1oo2D

 

Figure B.14 – Architecture of an example for low demand mode of operation 

 

Table B.6 – Average probability of failure on demand for the sensor subsystem in the 
example for low demand mode of operation (one year proof test interval and 8 h MTTR) 

Architecture DC λ D = 2,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 % 
βD = 10 %

2oo3 0 % 6,8E-04 1,5E-03 2,5E-03 
 60 % 1,6E-04 5,1E-04 9,4E-04 
 90 % 2,7E-05 1,2E-04 2,3E-04 
 99 % 2,5E-06 1,2E-05 2,4E-05 

NOTE This table is abstracted from Table B.3. 
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Table B.7 – Average probability of failure on demand for the logic subsystem in the 
example for low demand mode of operation (one year proof test interval and 8 h MTTR) 

Architecture DC λ D = 0,5E-05 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 % 
βD = 10 %

1oo2D 0 % 1,1E-03 2,7E-03 4,8E-03 
 60 % 2,0E-04 9,0E-04 1,8E-03 
 90 % 4,5E-05 2,2E-04 4,4E-04 
 99 % 4,8E-06 2,4E-05 4,8E-05 

NOTE This table is abstracted from Table B.3. 

 

Table B.8 – Average probability of failure on demand for the final element subsystem  
in the example for low demand mode of operation  

(one year proof test interval and 8 h MTTR) 
Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 

1oo1 0 % 1,1E-02 2,2E-02 
 60 % 4,4E-03 8,8E-03 
 90 % 1,1E-03 2,2E-03 
 99 % 1,3E-04 2,6E-04 

NOTE This table is abstracted from Table B.3. 

 

From Tables B.6 to B.8 the following values are derived. 

For the sensor subsystem, 

 PFDS  = 2,3 × 10–4 

For the logic subsystem, 

 PFDL  = 4,8 × 10–6 

For the final element subsystem, 

 PFDFE  = 4,4 × 10–3 + 8,8 × 10–3 

  = 1,3 × 10–2 

Therefore, for the safety function, 

 PFDSYS = 2,3 × 10–4 + 4,8 × 10–6 + 1,3 × 10–2 

  = 1,3 × 10–2 

  ≡ safety integrity level 1 

To improve the system to meet safety integrity level 2, one of the following could be done: 

a) change the proof test interval to six months 

PFDS = 1,1 × 10–4 

PFDL = 2,6 × 10–6 

PFDFE = 2,2 × 10–3 + 4,4 × 10–3 

 = 6,6 × 10–3 

PFDSYS = 6,7 × 10–3 
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 ≡ safety integrity level 2 
b) change the 1oo1 shutdown valve (which is the output device with the lower reliability) to 

1oo2 (assuming β = 10 % and βD = 5 %) 

PFDS = 2,3 × 10–4 

PFDL = 4,8 × 10–6 

PFDFE = 4,4 × 10–3 + 9,7 × 10–4 

 = 5,4 × 10–3 

PFDSYS = 5,6 × 10–3 
 ≡ safety integrity level 2 

B.3.2.5 Effects of a non-perfect proof test 
Faults in the safety system that are not detected by either diagnostic tests or proof tests may 
be found by other methods arising from events such as a hazardous event requiring operation 
of the safety function or during an overhaul of the equipment. If the faults are not detected by 
such methods it should be assumed that the faults will remain for the life of the equipment. 
Consider a normal proof test period of T1  where the fraction of faults detected when a proof 
test is performed is designated as PTC (proof test coverage) and the fraction of the faults not 
detected when a proof test is performed is designated as (1-PCT).   These latter faults which 
are not detected at the proof test will only be revealed when a demand is made on the safety-
related system at demand period T2.  Therefore, the proof test period (T1) and the demand 
period (T2) govern the effective down time.. 

An example of this is given below for a 1oo2 architecture. T2 is the time between demands on 
the system: 
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Table B.9 below gives the numeric results of a 1oo2 system with a 100 % one-year proof test 
(T1 = 1 year) compared against a 90 % proof test where the demand period T2 is assumed to 
be 10 years. This example has been calculated assuming a failure rate of 0,5 × 10–5 per hour, 
a β value of 10 % and a βD value of 5 %. 

Table B.9 – Example for a non-perfect proof test 

Architecture DC λ D  = 0,5E-05 
  100 % proof test

 
90 % proof test 

 
  β = 10 % 

βD = 5 % 
β = 10 % 
βD = 5 % 

1oo2 0 % 2,7E-03 6,0E-03 
 60 % 9,7E-04 2,0E-03 
 90 % 2,3E-04 4,4E-04 
 99 % 2,4E-05 4,4E-05 
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B.3.3 Average frequency of dangerous failure (for high demand or continuous mode  
of operation) 

B.3.3.1 Procedure for calculations 

The method for calculating the probability of failure of a safety function for an E/E/PE safety-
related system operating in high demand or continuous mode of operation is identical with 
that for calculating for a low demand mode of operation (see B.2.1), except that average 
probability of failure on demand (PFDSYS) is replaced with average frequency of dangerous 
failure (PFHSYS). 

The overall probability of a dangerous failure of a safety function for the E/E/PE safety-related 
system, PFHSYS, is determined by calculating the dangerous failure rates for all the sub-
systems which together provide the safety function and adding together these individual 
values. Since in this annex the probabilities are small, this can be expressed by the following: 

FELSSYS PFHPFHPFHPFH ++=  

where 

PFHSYS  is the average frequency of dangerous failure of a safety function for the E/E/PE 
safety-related system; 

PFHS  is the average frequency of dangerous failure for the sensor subsystem; 
PFHL  is the average frequency of dangerous failure for the logic subsystem; and 
PFHFE  is the average frequency of dangerous failure for the final element subsystem. 

B.3.3.2 Architectures for high demand or continuous mode of operation 

NOTE 1 This subclause should be read sequentially, since equations which are valid for several architectures are 
only stated where they are first used. See also B.3.2.2. 

NOTE 2 The calculations are based on the assumptions listed in B.3.1. 

B.3.3.2.1 1oo1 

Figures B.4 and B.5 show the relevant block diagrams. 

DDDUD λλλ +=  

MTTRMRT
2
Tt

D

DD1

D

DU
CE λ

λ
λ
λ +⎟

⎠

⎞
⎜
⎝

⎛ +=  

( )DC1DDU −= λλ ;        DCDDD λλ =  

If it is assumed that the safety system puts the EUC into a safe state on detection of any 
failure, for a 1oo1 architecture the following is obtained 

DUGPFH λ=  

B.3.3.2.2 1oo2 

Figures B.6 and B.7 show the relevant block diagrams. The value of tCE is as given in 
B.3.3.2.1. If it is assumed that the safety system puts the EUC into a safe state once there is 
detection of a failure in both channels and taking a conservative approach, the following is 
obtained 

( ) ( )( )( ) DUCEDUDUDDDG t1112PFH βλλβλβλβ +−−+−=  
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B.3.3.2.3 2oo2 

Figures B.8 and B.9 show the relevant block diagrams. If it is assumed that each channel is 
put into a safe state on detection of any fault, for a 2oo2 architecture, the following is 
obtained 

DUG 2PFH λ=  

B.3.3.2.4 1oo2D 

Figures B.10 and B.11 show the relevant block diagrams. 

DC
2SD
λλ =  

( )

SDDDDU

SDDD
1

DU

CE

MTTRMRT
2
T

't
λλλ

λλλ

++

++⎟
⎠

⎞
⎜
⎝

⎛ +
=  

( ) ( ) ( )( ) ( ) DUDDCESDDDDDUDUG K12't1112PFH βλλλλβλβλβ +−++−+−−=  

B.3.3.2.5 2oo3 

Figures B.12 and B.13 show the relevant block diagrams. The value of tCE is as given in 
B.3.3.2.1. If it is assumed that the safety system puts the EUC into a safe state once there is 
detection of a failure in any two channels and taking a conservative approach, the following is 
obtained 

( ) ( )( )( ) DUCEDUDUDDDG t1116PFH βλλβλβλβ +−−+−=  

B.3.3.2.6 1oo3 

Figures B.12 and B.13 show the relevant block diagrams. The value of tCE and tGE is as given 
in B.3.3.2.1. and B.3.2.2.2. If it is assumed that the safety system puts the EUC into a safe 
state once there is detection of a failure in the tree channels and taking a conservative 
approach, the following is obtained 

( ) ( )( ) ( ) DUGECEDU
2

DUDDDG tt1116PFH βλλβλβλβ +−−+−=  
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B.3.3.3 Detailed tables for high demand or continuous mode of operation 

Table B.10 – Average frequency of a dangerous failure (in high demand or continuous 
mode of operation) for a proof test interval of one month and a mean time  

to restoration of 8 h 

Architecture DC λ D  = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 5.0E-08 2.5E-07 5.0E-07 
(see note 2) 60 % 2.0E-08 1.0E-07 2.0E-07 

 90 % 5.0E-09 2.5E-08 5.0E-08 
 99 % 5.0E-10 2.5E-09 5.0E-09 

1oo2 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.0E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

2oo2 0 % 1.0E-07 5.0E-07 1.0E-06 
(see note 2) 60 % 4.0E-08 2.0E-07 4.0E-07 

 90 % 1.0E-08 5.0E-08 1.0E-07 
 99 % 1.0E-09 5.0E-09 1.0E-08 

1oo2D 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
(see note 3) 60 % 1.6E-09 3.2E-09 5.2E-09 8.0E-09 1.6E-08 2.6E-08 1.6E-08 3.2E-08 5.2E-08

 90 % 1.9E-09 2.3E-09 2.8E-09 9.5E-09 1.2E-08 1.4E-08 1.9E-08 2.3E-08 2.8E-08
 99 % 2.0E-09 2.0E-09 2.1E-09 1.0E-08 1.0E-08 1.0E-08 2.0E-08 2.0E-08 2.1E-08

2oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.1E-09 2.5E-08 5.0E-08 1.1E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.1E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

1oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.0E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

 
Architecture DC λ D =2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2.5E-06 5.0E-06 2.5E-05 
(see note 2) 60 % 1.0E-06 2.0E-06 1.0E-05 

 90 % 2.5E-07 5.0E-07 2.5E-06 
 99 % 2.5E-08 5.0E-08 2.5E-07 

1oo2 0 % 5.4E-08 2.5E-07 5.0E-07 1.2E-07 5.2E-07 1.0E-06 9.5E-07 2.9E-06 5.3E-06
 60 % 2.1E-08 1.0E-07 2.0E-07 4.3E-08 2.0E-07 4.0E-07 2.7E-07 1.1E-06 2.1E-06
 90 % 5.1E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07 5.5E-08 2.5E-07 5.0E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.1E-09 2.5E-08 5.0E-08

2oo2 0 % 5.0E-06 1.0E-05 5.0E-05 
(see note 2) 60 % 2.0E-06 4.0E-06 2.0E-05 

 90 % 5.0E-07 1.0E-06 5.0E-06 
 99 % 5.0E-08 1.0E-07 5.0E-07 

1oo2D 0 % 5.4E-08 2.5E-07 5.0E-07 1.2E-07 5.2E-07 1.0E-06 9.5E-07 2.9E-06 5.3E-06
(see note 3) 60 % 8.1E-08 1.6E-07 2.6E-07 1.6E-07 3.2E-07 5.2E-07 8.7E-07 1.7E-06 2.7E-06

 90 % 9.5E-08 1.2E-07 1.4E-07 1.9E-07 2.3E-07 2.8E-07 9.6E-07 1.2E-06 1.4E-06
 99 % 1.0E-07 1.0E-07 1.0E-07 2.0E-07 2.0E-07 2.1E-07 1.0E-06 1.0E-06 1.0E-06

2oo3 0 % 6.3E-08 2.6E-07 5.1E-07 1.5E-07 5.5E-07 1.0E-06 1.8E-06 3.6E-06 5.9E-06
 60 % 2.2E-08 1.0E-07 2.0E-07 4.9E-08 2.1E-07 4.1E-07 4.2E-07 1.2E-06 2.2E-06
 90 % 5.2E-09 2.5E-08 5.0E-08 1.1E-08 5.1E-08 1.0E-07 6.6E-08 2.6E-07 5.1E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.4E-09 2.5E-08 5.0E-08

1oo3 0 % 5.0E-08 2.5E-07 5.0E-07 1.0E-07 5.0E-07 1.0E-06 5.1E-07 2.5E-06 5.0E-06
 60 % 2.0E-08 1.0E-07 2.0E-07 4.0E-08 2.0E-07 4.0E-07 2.0E-07 1.0E-06 2.0E-06
 90 % 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07 5.0E-08 2.5E-07 5.0E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08

NOTE 1 This table gives example values of PFHG, calculated using the equations in B.3.3 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFHG is equivalent to PFHS, PFHL or PFHFE respectively (see B.3.3.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average frequency of a dangerous failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.11 – Average frequency of a dangerous failure (in high demand or continuous 
mode of operation) for a proof test interval of three month and a mean time to 

restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 5.0E-08 2.5E-07 5.0E-07 
(see note 2) 60 % 2.0E-08 1.0E-07 2.0E-07 

 90 % 5.0E-09 2.5E-08 5.0E-08 
 99 % 5.0E-10 2.5E-09 5.0E-09 

1oo2 0 % 1.0E-09 5.0E-09 1.0E-08 5.1E-09 2.5E-08 5.0E-08 1.1E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.1E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

2oo2 0 % 1.0E-07 5.0E-07 1.0E-06 
(see note 2) 60 % 4.0E-08 2.0E-07 4.0E-07 

 90 % 1.0E-08 5.0E-08 1.0E-07 
 99 % 1.0E-09 5.0E-09 1.0E-08 

1oo2D 0 % 1.0E-09 5.0E-09 1.0E-08 5.1E-09 2.5E-08 5.0E-08 1.1E-08 5.0E-08 1.0E-07
(see note 3) 60 % 1.6E-09 3.2E-09 5.2E-09 8.0E-09 1.6E-08 2.6E-08 1.6E-08 3.2E-08 5.2E-08

 90 % 1.9E-09 2.3E-09 2.8E-09 9.5E-09 1.2E-08 1.4E-08 1.9E-08 2.3E-08 2.8E-08
 99 % 2.0E-09 2.0E-09 2.1E-09 1.0E-08 1.0E-08 1.0E-08 2.0E-08 2.0E-08 2.1E-08

2oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.4E-09 2.5E-08 5.0E-08 1.2E-08 5.1E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.1E-09 1.0E-08 2.0E-08 4.3E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

1oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.0E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

 
Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2.5E-06 5.0E-06 2.5E-05 
(see note 2) 60 % 1.0E-06 2.0E-06 1.0E-05 

 90 % 2.5E-07 5.0E-07 2.5E-06 
 99 % 2.5E-08 5.0E-08 2.5E-07 

1oo2 0 % 6.3E-08 2.6E-07 5.1E-07 1.5E-07 5.4E-07 1.0E-06 1.8E-06 3.6E-06 5.9E-06
 60 % 2.2E-08 1.0E-07 2.0E-07 4.9E-08 2.1E-07 4.1E-07 4.2E-07 1.2E-06 2.2E-06
 90 % 5.1E-09 2.5E-08 5.0E-08 1.1E-08 5.0E-08 1.0E-07 6.4E-08 2.6E-07 5.1E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.2E-09 2.5E-08 5.0E-08

2oo2 0 % 5.0E-06 1.0E-05 5.0E-05 
(see note 2) 60 % 2.0E-06 4.0E-06 2.0E-05 

 90 % 5.0E-07 1.0E-06 5.0E-06 
 99 % 5.0E-08 1.0E-07 5.0E-07 

1oo2D 0 % 6.3E-08 2.6E-07 5.1E-07 1.5E-07 5.4E-07 1.0E-06 1.8E-06 3.6E-06 5.9E-06
(see note 3) 60 % 8.2E-08 1.6E-07 2.6E-07 1.7E-07 3.3E-07 5.3E-07 1.0E-06 1.8E-06 2.8E-06

 90 % 9.5E-08 1.2E-07 1.4E-07 1.9E-07 2.3E-07 2.8E-07 9.6E-07 1.2E-06 1.4E-06
 99 % 1.0E-07 1.0E-07 1.0E-07 2.0E-07 2.0E-07 2.1E-07 1.0E-06 1.0E-06 1.0E-06

2oo3 0 % 9.0E-08 2.8E-07 5.3E-07 2.6E-07 6.3E-07 1.1E-06 4.5E-06 5.9E-06 7.6E-06
 60 % 2.6E-08 1.1E-07 2.0E-07 6.6E-08 2.2E-07 4.2E-07 8.5E-07 1.6E-06 2.5E-06
 90 % 5.4E-09 2.5E-08 5.0E-08 1.2E-08 5.1E-08 1.0E-07 9.3E-08 2.9E-07 5.3E-07
 99 % 5.1E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.7E-09 2.6E-08 5.1E-08

1oo3 0 % 5.0E-08 2.5E-07 5.0E-07 1.0E-07 5.0E-07 1.0E-06 5.5E-07 2.5E-06 5.0E-06
 60 % 2.0E-08 1.0E-07 2.0E-07 4.0E-08 2.0E-07 4.0E-07 2.0E-07 1.0E-06 2.0E-06
 90 % 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07 5.0E-08 2.5E-07 5.0E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08

NOTE 1 This table gives example values of PFHG, calculated using the equations in B.3.3 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFHG is equivalent to PFHS, PFHL or PFHFE respectively (see B.3.3.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average frequency of a dangerous failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.12 – Average frequency of a dangerous failure (in high demand or continuous 
mode of operation) for a proof test interval of six month and a mean time  

to restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 5.0E-08 2.5E-07 5.0E-07 
(see note 2) 60 % 2.0E-08 1.0E-07 2.0E-07 

 90 % 5.0E-09 2.5E-08 5.0E-08 
 99 % 5.0E-10 2.5E-09 5.0E-09 

1oo2 0 % 1.0E-09 5.0E-09 1.0E-08 5.3E-09 2.5E-08 5.0E-08 1.1E-08 5.1E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.2E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

2oo2 0 % 1.0E-07 5.0E-07 1.0E-06 
(see note 2) 60 % 4.0E-08 2.0E-07 4.0E-07 

 90 % 1.0E-08 5.0E-08 1.0E-07 
 99 % 1.0E-09 5.0E-09 1.0E-08 

1oo2D 0 % 1.0E-09 5.0E-09 1.0E-08 5.3E-09 2.5E-08 5.0E-08 1.1E-08 5.1E-08 1.0E-07
(see note 3) 60 % 1.6E-09 3.2E-09 5.2E-09 8.0E-09 1.6E-08 2.6E-08 1.6E-08 3.2E-08 5.2E-08

 90 % 1.9E-09 2.3E-09 2.8E-09 9.5E-09 1.2E-08 1.4E-08 1.9E-08 2.3E-08 2.8E-08
 99 % 2.0E-09 2.0E-09 2.1E-09 1.0E-08 1.0E-08 1.0E-08 2.0E-08 2.0E-08 2.1E-08

2oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.8E-09 2.6E-08 5.1E-08 1.3E-08 5.3E-08 1.0E-07
 60 % 4.1E-10 2.0E-09 4.0E-09 2.1E-09 1.0E-08 2.0E-08 4.5E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.1E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

1oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.0E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

 
Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2.5E-06 5.0E-06 2.5E-05 
(see note 2) 60 % 1.0E-06 2.0E-06 1.0E-05 

 90 % 2.5E-07 5.0E-07 2.5E-06 
 99 % 2.5E-08 5.0E-08 2.5E-07 

1oo2 0 % 7.6E-08 2.7E-07 5.2E-07 2.1E-07 5.9E-07 1.1E-06 3.1E-06 4.7E-06 6.8E-06
 60 % 2.4E-08 1.0E-07 2.0E-07 5.7E-08 2.1E-07 4.1E-07 6.3E-07 1.4E-06 2.3E-06
 90 % 5.3E-09 2.5E-08 5.0E-08 1.1E-08 5.1E-08 1.0E-07 7.8E-08 2.7E-07 5.2E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.4E-09 2.5E-08 5.0E-08

2oo2 0 % 5.0E-06 1.0E-05 5.0E-05 
(see note 2) 60 % 2.0E-06 4.0E-06 2.0E-05 

 90 % 5.0E-07 1.0E-06 5.0E-06 
 99 % 5.0E-08 1.0E-07 5.0E-07 

1oo2D 0 % 7.6E-08 2.7E-07 5.2E-07 2.1E-07 5.9E-07 1.1E-06 3.1E-06 4.7E-06 6.8E-06
(see note 3) 60 % 8.4E-08 1.6E-07 2.6E-07 1.8E-07 3.3E-07 5.3E-07 1.2E-06 2.0E-06 2.9E-06

 90 % 9.5E-08 1.2E-07 1.4E-07 1.9E-07 2.3E-07 2.8E-07 9.8E-07 1.2E-06 1.4E-06
 99 % 1.0E-07 1.0E-07 1.0E-07 2.0E-07 2.0E-07 2.1E-07 1.0E-06 1.0E-06 1.0E-06

2oo3 0 % 1.3E-07 3.2E-07 5.5E-07 4.2E-07 7.7E-07 1.2E-06 8.4E-06 9.2E-06 1.0E-05
 60 % 3.3E-08 1.1E-07 2.1E-07 9.1E-08 2.4E-07 4.4E-07 1.5E-06 2.1E-06 2.9E-06
 90 % 5.8E-09 2.6E-08 5.1E-08 1.3E-08 5.3E-08 1.0E-07 1.3E-07 3.2E-07 5.6E-07
 99 % 5.1E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 6.1E-09 2.6E-08 5.1E-08

1oo3 0 % 5.0E-08 2.5E-07 5.0E-07 1.0E-07 5.0E-07 1.0E-06 7.1E-07 2.7E-06 5.1E-06
 60 % 2.0E-08 1.0E-07 2.0E-07 4.0E-08 2.0E-07 4.0E-07 2.1E-07 1.0E-06 2.0E-06
 90 % 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07 5.0E-08 2.5E-07 5.0E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08

NOTE 1 This table gives example values of PFHG, calculated using the equations in B.3.3 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFHG is equivalent to PFHS, PFHL or PFHFE respectively (see B.3.3.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average frequency of a dangerous failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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Table B.13 – Average frequency of a dangerous failure (in high demand or continuous 
mode of operation) for a proof test interval of one year and a mean time  

to restoration of 8 h 

Architecture DC λ D = 0,5E-07 λ D = 2,5E-07 λ D = 0,5E-06 
  β = 2 % 

βD = 1 % 
β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 5.0E-08 2.5E-07 5.0E-07 
(see note 2) 60 % 2.0E-08 1.0E-07 2.0E-07 

 90 % 5.0E-09 2.5E-08 5.0E-08 
 99 % 5.0E-10 2.5E-09 5.0E-09 

1oo2 0 % 1.0E-09 5.0E-09 1.0E-08 5.5E-09 2.5E-08 5.0E-08 1.2E-08 5.2E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.1E-09 1.0E-08 2.0E-08 4.3E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.1E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

2oo2 0 % 1.0E-07 5.0E-07 1.0E-06 
(see note 2) 60 % 4.0E-08 2.0E-07 4.0E-07 

 90 % 1.0E-08 5.0E-08 1.0E-07 
 99 % 1.0E-09 5.0E-09 1.0E-08 

1oo2D 0 % 1.0E-09 5.0E-09 1.0E-08 5.5E-09 2.5E-08 5.0E-08 1.2E-08 5.2E-08 1.0E-07
(see note 3) 60 % 1.6E-09 3.2E-09 5.2E-09 8.1E-09 1.6E-08 2.6E-08 1.6E-08 3.2E-08 5.2E-08

 90 % 1.9E-09 2.3E-09 2.8E-09 9.5E-09 1.2E-08 1.4E-08 1.9E-08 2.3E-08 2.8E-08
 99 % 2.0E-09 2.0E-09 2.1E-09 1.0E-08 1.0E-08 1.0E-08 2.0E-08 2.0E-08 2.1E-08

2oo3 0 % 1.1E-09 5.1E-09 1.0E-08 6.6E-09 2.6E-08 5.1E-08 1.6E-08 5.5E-08 1.0E-07
 60 % 4.1E-10 2.0E-09 4.0E-09 2.3E-09 1.0E-08 2.0E-08 5.0E-09 2.1E-08 4.1E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.2E-10 2.5E-09 5.0E-09 1.1E-09 5.1E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

1oo3 0 % 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07
 60 % 4.0E-10 2.0E-09 4.0E-09 2.0E-09 1.0E-08 2.0E-08 4.0E-09 2.0E-08 4.0E-08
 90 % 1.0E-10 5.0E-10 1.0E-09 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08
 99 % 1.0E-11 5.0E-11 1.0E-10 5.0E-11 2.5E-10 5.0E-10 1.0E-10 5.0E-10 1.0E-09

 
Architecture DC λ D = 2,5E-06 λ D = 0,5E-05 λ D = 2,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 %

β = 10 %
βD = 5 %

β = 20 %
βD = 10 %

β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 %
βD = 10 %

1oo1 0 % 2.5E-06 5.0E-06 2.5E-05 
(see note 2) 60 % 1.0E-06 2.0E-06 1.0E-05 

 90 % 2.5E-07 5.0E-07 2.5E-06 
 99 % 2.5E-08 5.0E-08 2.5E-07 

1oo2 0 % 1.0E-07 2.9E-07 5.4E-07 3.1E-07 6.8E-07 1.1E-06 5.8E-06 6.9E-06 8.5E-06
 60 % 2.9E-08 1.1E-07 2.1E-07 7.4E-08 2.3E-07 4.2E-07 1.1E-06 1.7E-06 2.6E-06
 90 % 5.5E-09 2.5E-08 5.0E-08 1.2E-08 5.2E-08 1.0E-07 1.0E-07 3.0E-07 5.4E-07
 99 % 5.1E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.6E-09 2.6E-08 5.0E-08

2oo2 0 % 5.0E-06 1.0E-05 5.0E-05 
(see note 2) 60 % 2.0E-06 4.0E-06 2.0E-05 

 90 % 5.0E-07 1.0E-06 5.0E-06 
 99 % 5.0E-08 1.0E-07 5.0E-07 

1oo2D 0 % 1.0E-07 2.9E-07 5.4E-07 3.1E-07 6.8E-07 1.1E-06 5.8E-06 6.9E-06 8.5E-06
(see note 3) 60 % 8.9E-08 1.7E-07 2.7E-07 1.9E-07 3.5E-07 5.4E-07 1.7E-06 2.3E-06 3.2E-06

 90 % 9.6E-08 1.2E-07 1.4E-07 1.9E-07 2.3E-07 2.8E-07 1.0E-06 1.2E-06 1.4E-06
 99 % 1.0E-07 1.0E-07 1.0E-07 2.0E-07 2.0E-07 2.1E-07 1.0E-06 1.0E-06 1.0E-06

2oo3 0 % 2.1E-07 3.8E-07 6.1E-07 7.3E-07 1.0E-06 1.4E-06 1.6E-05 1.6E-05 1.6E-05
 60 % 4.6E-08 1.2E-07 2.2E-07 1.4E-07 2.9E-07 4.7E-07 2.8E-06 3.2E-06 3.8E-06
 90 % 6.6E-09 2.6E-08 5.1E-08 1.6E-08 5.6E-08 1.0E-07 2.1E-07 3.9E-07 6.2E-07
 99 % 5.2E-10 2.5E-09 5.0E-09 1.1E-09 5.1E-09 1.0E-08 6.9E-09 2.7E-08 5.1E-08

1oo3 0 % 5.1E-08 2.5E-07 5.0E-07 1.1E-07 5.1E-07 1.0E-06 1.4E-06 3.2E-06 5.5E-06
 60 % 2.0E-08 1.0E-07 2.0E-07 4.0E-08 2.0E-07 4.0E-07 2.6E-07 1.0E-06 2.0E-06
 90 % 5.0E-09 2.5E-08 5.0E-08 1.0E-08 5.0E-08 1.0E-07 5.1E-08 2.5E-07 5.0E-07
 99 % 5.0E-10 2.5E-09 5.0E-09 1.0E-09 5.0E-09 1.0E-08 5.0E-09 2.5E-08 5.0E-08

NOTE 1 This table gives example values of PFHG, calculated using the equations in B.3.3 and depending on the 
assumptions listed in B.3.1. If the sensor, logic or final element subsystem comprises of only one group of voted channels, 
then PFHG is equivalent to PFHS, PFHL or PFHFE respectively (see B.3.3.1). 

NOTE 2 The table assumes β = 2 × βD. For 1oo1 and 2oo2 architectures, the values of β and βD do not affect the 
average frequency of a dangerous failure. 

NOTE 3 The safe failure rate is assumed to be equal to the dangerous failure rate and K = 0,98. 
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B.3.3.4 Example for high demand or continuous mode of operation 

Consider a safety function requiring a SIL 2 system. Suppose that the initial assessment for 
the system architecture, based on previous practice, is for one group of two sensors, voting 
1oo2. The logic subsystem is a redundant 2oo3 configured PE system driving a single 
shutdown contactor. This is shown in Figure B.15 For the initial assessment, a proof test 
period of six months is assumed. 

 

2oo3 Electronic 
interface Contactor 

Final element 
subsystem 

Logic subsystem Sensor subsystem 

1oo2

S Electronic 
interface 

S Electronic 
interface 

1oo2

1oo2

NOTE    The final element subsystem has an overall safe failure fraction greater than 60 %.

λ D = 2,5×10-6 h-1 

β = 20 % 
βD = 10 % 
DC = 0 % 

Voting = 1oo2 

λ D = 5×10-6 h-1 

β = 2 % 
βD = 1 % 

DC = 99 % 
Voting = 2oo3 

λ D = 0.5×10-6 h-1 

DC = 0 % 
Voting = 1oo1 

See note 

IEC   335/2000 

 

Figure B.15 – Architecture of an example for high demand 
or continuous mode of operation 

Table B.14 – Average frequency of a dangerous failure for the sensor subsystem in the 
example for high demand or continuous mode of operation  

(six month proof test interval and 8 h MTTR) 
Architecture DC λ D  =2,5E-06 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 % 
βD = 10 %

1oo2 0 % 7,6E-08 2,7E-07 5,2E-07 
 60 % 2,4E-08 1,0E-07 2,0E-07 
 90 % 5,3E-09 2,5E-08 5,0E-08 
 99 % 5,0E-10 2,5E-09 5,0E-09 

NOTE This table is abstracted from Table B.12. 
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Table B.15 – Average frequency of a dangerous failure for the logic subsystem in the 
example for high demand or continuous mode of operation (six month proof test 

interval and 8 h MTTR) 
Architecture DC λ D = 0,5E-05 

  β = 2 % 
βD = 1 % 

β = 10 % 
βD = 5 % 

β = 20 % 
βD = 10 % 

2oo3 0 % 4,2E-07 7,7E-07 1,2E-06 
 60 % 9,1E-08 2,4E-07 4,4E-07 
 90 % 1,3E-08 5,3E-08 1,0E-07 
 99 % 1,0E-09 5,0E-09 1,0E-08 

NOTE This table is abstracted from Table B.12. 

 
Table B.16 – Average frequency of a dangerous failure for the final element subsystem  

in the example for high demand or continuous mode of operation  
(six month proof test interval and 8 h MTTR) 

Architecture DC λ D = 0,5E-06 
1oo1 0 % 5,0E-07 

 60 % 2,0E-07 
 90 % 5,0E-08 
 99 % 5,0E-09 

NOTE This table is abstracted from Table B.12. 
 
From Tables B.14 to B.16 the following values are derived. 

For the sensor subsystem, 

 PFHS  = 5,2 × 10–7 / h 

For the logic subsystem, 

 PFHL = 1,0 × 10–9/ h 

For the final element subsystem, 

 PFHFE = 5,0 × 10–7 / h 

Therefore, for the safety function, 

 PFHSYS = 5,2 × 10–7 + 1,0 × 10–9 + 5,0 × 10–7 

   = 1,02 × 10–6 / h 

   ≡ safety integrity level 1 

To improve the system to meet safety integrity level 2, one of the following could be done: 

a) change the input sensor type and mounting to improve the defences against common 
cause failure, thus improving β from 20 % to 10 % and βD from 10 % to 5 %; 

PFHS = 2,7 × 10–7 / h 

PFHL = 1,0 × 10–9 / h 

PFHFE = 5,0 × 10–7 / h 

PFHSYS = 7,7 × 10–7 / h 
 ≡ safety integrity level 2 
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b) change the single output device to two devices in 1oo2 (β = 10 % and βD = 5 %). 

PFHS = 5,2 × 10–7 / h 

PFHL = 1,0 × 10–9 / h 

PFHFE = 5,1 × 10–8 / h 

PFHSYS = 5,7 × 10–7 / h 
 ≡ safety integrity level 2 

B.4 Boolean approach 

B.4.1 General 

The Boolean approach encompasses the techniques representing the logical function linking 
the individual component failures to the overall system failure. The main Boolean models 
used in the reliability field are Reliability Block Diagrams (RBD), Fault Trees (FT), Event 
Trees and Cause Consequence Diagrams. Only the first two methods are considered here. 
The aim of all these methods is to represent the logical structure of the system. However, its 
behaviour over time is not included in these model techniques. Therefore, care has to be 
taken when considering behavioural features (e.g. time dependent features such as periodic 
proof tests) when undertaking the calculations. The first approach for using Boolean models is 
to split the graphical representation from the calculations. This has been described in the 
previous section where RBD are used to model the structure and Markovian calculations used 
to assess PFD or PFH. Further considerations are now discussed for probabilistic calculations 
on RBD and FT. 

This approach is limited to components behaving reasonably independently from each other. 

B.4.2 Reliability block diagram model 

A lot of examples of RBD have been previously given and Figure B.1 represents, for example, 
a whole safety loop made of three sensors (A, B, C) working in 1oo3, one logic solver (D) and 
two terminal elements (E, F) working in 1oo2. 

A

B
E

F
C

2/3 D

A

B
E

F
C

2/3 D

 

Figure B.16 – Reliability block diagram of a simple whole loop with sensors  
organised into 2oo3 logic 

Figure B.16 shows a similar loop with sensors working in 2oo3. The main interest of such 
graphical representation is threefold: it remains very close to the physical structure of the 
system under study, it is widely used by engineers and it is a good support for discussion. 

The main shortcoming is that RBD is more a method of representation than a method of 
analysis in itself. 

For more details on RBD see C.6.4 of IEC 61508-7 and IEC 61078. 

B.4.3 Fault tree model 

Fault trees have exactly the same properties as RBD but in addition they constitute an 
effective deductive (top-down) method of analysis helping reliability engineers to develop 
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models step by step from the top event (unwanted or undesirable event) to the individual 
components failures. 
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Figure B.17 – Simple fault tree equivalent to the reliability block diagram  
presented on Figure B.1 

Figure B.17 shows a fault tree which is perfectly equivalent to the RBD presented on Figure 
B.1 but where the steps of the top-down analysis are identified (for example: E/E/PE safety-
related system failed => Sensor failed => sensor A failed). In FT, the elements in series are 
linked by “OR gates” and element in parallel (i.e. redundant) are linked by “AND gates”. 

For more details on FT see B.6.6.5 and B.6.6.9 of IEC 61508-7 and IEC 61025. 

B.4.4 PFD calculations 

B.4.4.1 General overview 

RBD and FT representing exactly the same things, the calculations may be handled exactly in 
the same way. Figure B.18 shows small equivalent FT and RBD which will be used to show 
the main principles of the calculations.  

D

Sf

E F

E

F
D

Sw

DD

Sf

EE FF

E

F
D

E

F
D

Sw

 

NOTE In this figure, italic letters are used for failed items and non-italic letters for working items. 

Figure B.18 – Equivalence fault tree / reliability block diagram 

The small FT represents the logical function Sf = D ∪ (E∩F) where Sf is the failure of the 
system and D, E, F the failures of the individual components. The small RBD represents the 
logical function Sw = D ∩ (E∪F) where Sw is the good functioning of the system and D, E, F 
the good functioning of the individual components. Then Sf = NOT Sw, and Sf and Sw 
represent exactly the same information (i.e. the logical function and its dual). 

The primary use of FT and RBD is identifying the combinations of the various component 
failures leading to the overall system failure. They are the minimal cut sets so-called because 
they indicate where to cut the RBD in order that a signal sent at the input does not reach the 
output. In this case, there are two cut sets: the single failure (D) and the double failure (E, F). 
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Applying basic probabilistic mathematics on logical functions lead straightforwardly to the 
probability of failure PSf of the system and we obtain  

PSf = P(D) + P(E∩F) - P(D∩E∩F)  

If the components are independent this formula becomes:  

PSf = PD + PEPF - PDPEPF 

where  

Pi is the probability that component i is failed.  

This formula is time independent and reflects only the logical structure of the system. 

Therefore both RDB and FT are basically static, i.e. time independent models. 

Nevertheless, if the probability of failure of each individual component at time t is independent 
of what happens on the other component over [0, t] the above formula remains valid at any 
time and we can write:  

PSf (t) = PD(t) + PE(t)PF(t) - PD(t)PE(t)PF(t) 

The analyst should verify if the required approximations are acceptable or not and finally, the 
instantaneous unavailability USf (t) of the system is obtained: 

USf (t) = UD(t) + UE(t)UF(t) - UD(t)UE(t)UF(t) 

The conclusion is that fault trees or reliability block diagrams allow calculating directly the 
instantaneous unavailability USf (t) of E/E/PE safety-related systems and that additional 
calculations are needed and according to B.2.2:  

∫==
T

0
Sfavg dttU

T
1TMDT

T
1TPFD )()()(  

This principle may be applied to minimal cut sets: 

− single failure (D):   2dtt1PFD D
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B.4.4.2 Calculations based on fault trees or reliability block diagram tools 

The formula USf (t) = UD(t) + UE(t)UF(t) - UD(t)UE(t)UF(t) described above is only a particular 
case of the so-called Poincaré formula. More generally if U

i
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The number of minimal cut sets increases exponentially when the number of individual 
components increases. Then the Poincaré formula leads to a combinatory explosion of terms 
very quickly intractable by hand. Fortunately this problem has been analysed over the last 
forty years and numerous algorithms have been developed to manage such calculations. At 
the present time the last developments and the most powerful ones are based on the so-
called Binary Decision Diagrams (BDD) which are derived from a sophisticated Shannon 
decomposition of the logical function. 

A lot of commercial software packages mainly based on fault tree models are used daily by 
reliability engineers in various industry fields (nuclear, petroleum, aeronautics, automotive, 
etc.). They can be used for PFDavg calculation but analysts have to be very cautious because 
some of them implement wrong PFDavg calculations. The main mistake encountered is the 
conventional combination of the PFDavg,i of individual components (generally obtained simply 
by λiτ/2) to produce a result which is supposed to be the whole system PFDavg. As shown 
above this is wrong and non conservative. 

Anyway, fault tree software packages may be used to calculate the instantaneous system 
unavailability USf(t) from the instantaneous unavailabilities of its components Ui(t). Then the 
average of USf(t) may be done over the period of interest to evaluate the PFDavg. Depending 
on the software in use this can be done by the software itself or by side calculations. 

U(t)

τ 2τ 3τ

λτ

t

U(t)

τ+θ 2τ+θθ

λτ

t

U(t)

τ 2τ 3τ

λτ

t

U(t)

τ+θ 2τ+θθ

λτ

t  

Figure B.19 – Instantaneous unavailability U(t) of single periodically tested components 

The ideal case previously described is presented on the left of Figure B.19:  

Ui (t) = λ ζ and ζ = t modulo τ. 

This is a so called saw-tooth curve increasing linearly from 0 to λτ and restarting from 0 after 
a test or a repair (which are considered to be instantaneous as the EUC is stopped during 
them). 

When several components are used in redundant structures, the tests may be staggered as 
shown on the right of Figure B.19 where the first test interval is different from the others. That 
has no impact on the PFDavg or on maximum value which are equal to λτ/2 and λτ in both 
cases. 

Of course in less ideal cases these curves may be more complicated than that. Guidelines will 
be given in B.5.2 to design more accurate saw tooth curves but for the purpose of this chapter 
the curves presented on Figure B.19 are sufficient. 

This can be applied to the small fault tree presented on Figure B.18 as illustrated in Figure 
B.20 (where DU means Dangerous Undetected and CCF means Common Cause Failure) . We 
have considered that the system was made of two redundant components (E and F) and that 
(D) is a common cause failure on these components. The calculation has been achieved with 
the following figures:   

λDU = 3,5 × 10–6/h, τ = 4 380 h and β = 1 % 

A small β factor has been chosen to ensure that CCF does not dominate the result at the top 
and to gain a better understanding on how that works.  
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Figure B.20 – Principle of PFDavg calculations when using fault trees 

It is easy to recognize the kind of saw-tooth curves presented on the left hand side of Figure 
B.19 as inputs for D, E and F. The CCF (D) is tested each time E or F are tested. Then, as E 
and F are tested at the same time every 6 months, the CCF (D) is also tested every 6 months. 

By using one of the algorithms developed for fault tree calculations, it is easy to draw the 
saw-tooth curves at outputs of all logical gates. The PFDavg is calculated by averaging the 
result obtained for the top event. This can be performed by Fault Tree software itself or by 
manual calculations. PFDavg = 1,4 × 10–4 is obtained and according to this standard, this 
meets the target failure measure for SIL 3 for a low demand mode of operation. 

As shown on Figure B.20, the graphs are smooth between tests. Therefore there are no 
difficulties to evaluate the average, provided the instant of tests are identified and taken under 
consideration. 

It is interesting to notice that as soon as redundancy is implemented, the saw-tooth curves at 
top event level are no longer linear between tests (i.e. the overall system failure rate is no 
longer constant). 

It is also interesting to measure the impact on the PFDavg of staggering the tests of the 
redundant components instead of performing them at the same time. This is illustrated in 
Figure B.21 where the tests of the component F have been staggered from those of 
component E by 3 months. 

This has several important effects: 

− CCF are now tested every 3 months (i.e. each time E is tested and each time F is tested). 
This proof test frequency is the double as the previous case. 

− the top event saw-tooth curve has also a proof test frequency double than the one applied 
before. 

− the saw tooth curve is less spread around its average than in the previous case. 

− the PFDavg has decreased to 8,3 × 10–5: with this new test policy the system is SIL 4. 
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Figure B.21 – Effect of staggering the tests 

If the tests are staggered and adequate procedures implemented this will increase the 
likelihood of detecting CCFs and is an effective method of reducing the CCF for systems 
operating in a low demand mode of operation. Here it has been improved from SIL 3 to SIL 4 
(from hardware failures point of view and if other requirements of the IEC 61508 series are 
met). 

Figure B.22 represents the saw-tooth curve obtained when adding a component G (λDU = 7 × 
10–9/h and never tested) and a component H (λDU = 4 × 10–8/h tested every 2 years) in series 
with the system modelled on Figure B.20. 
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Figure B.22 – Example of complex testing pattern 

The impact of the component G never tested is twofold: PFD(t) never goes back to zero after 
the test performed every two years and PFDavg increases continuously (black circles 
corresponding to the PFDavg over the period covered by the related dotted line). 

Even if the elementary saw-tooth curves (like those presented on Figure B.19) are very 
simple, the results at the top event level may be rather complicated but this does not raise 
particular difficulties. 

This clause aims only to illustrate the principle of the calculation by using Boolean models. 
Subclause B.5.2 related to the Markovian approaches, will give some guidelines to design 
more sophisticated input saw-tooth curves for elementary components. 

It can be concluded that, when the individual components are reasonably independent there is 
no problem to handle PFDavg calculations for E/E/PE safety-related systems by using 
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classical Boolean techniques. This is not so simple from theoretical point of view and the 
analyst doing the study should have acquired a sound knowledge of the probabilistic 
calculations to identify and discard the wrong PFDavg implementations sometimes 
encountered. Provided these precautions are taken, any fault tree software package may be 
used for above calculations. 

Boolean techniques may be also used for PFH calculations but the theoretical developments 
are beyond the purpose of this informative annex. 

B.5 States/transition approaches 

B.5.1 General 

Boolean models are basically time-independent and the introduction of time is possible only in 
specific particular cases. This is rather artificial and a good knowledge of probabilistic 
calculations is needed to avoid mistakes. Therefore other probabilistic models, dynamic in 
nature may be used instead. In the reliability field they are fundamentally based on the next 
approach in two steps: 

− identification of all the states of the system under study; 

− analysis of the jumps (transitions) of the system from states to states, according to events 
arising and along its life. 

This is why they are gathered in the category of states/transitions models. 

The general approach actually consists in building a kind of automaton behaving like the 
system under study when events (failures, repairs, tests, etc.) are arising. As per this 
standard, E/E/PE safety-related systems have only discrete states, this is equivalent to 
building a so-called finite state automaton. Those models are dynamic in nature and may be 
implemented in various manners: graphic representations, specific formal languages or 
common programming languages. This annex presents two of them which are very different 
but complementary: 

− Markov model which has been developed at the very beginning of the last century. It is 
rather well known and handled analytically; 

− Petri net model which has been developed in the sixties. It is less well known (but more 
and more used because of its flexibility) and handled by Monte Carlo simulation. 

Both are based on graphical drawings very helpful for users. Other techniques based on 
formal languages modelling will be very quickly analysed at the end of this clause. 

B.5.2 Markovian approach 

B.5.2.1 Principle of modelling 

The Markovian approach is the elder of all the dynamic approaches used in the reliability 
field. Markov processes are split between those which are "amnesic" (homogeneous Markov 
processes where all transition rates are constant) and the others (semi Markov processes). As 
the future of a homogeneous Markov process does not depend on its past, analytical 
calculations are relatively straightforward. This is more difficult for semi Markov processes for 
which Monte Carlo simulation can be used. In this part of the IEC 61508 series, only 
homogeneous Markov processes are considered and the term "Markov processes" is used for 
the sake of simplicity (see C.6.4 of IEC 61508-7 and IEC 61165). 

The fundamental basic formula of Markov processes is the following: 

))(()()( dt1tPdttPdttP
ik

iki
ik

kiki ∑∑
≠≠

−+=+ λλ  
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In this formula, λki is the transition rate (e.g. failure or repair rate) from state i to state k. It is 
self explaining: the probability to be in state i at t+dt is the probability to jump toward i (when 
in another state k) or to remain in state i (if already in this state) between t and t + dt. 
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Figure B.23 – Markov graph modelling the behaviour of a two component system 

There is a straightforward relationship between the above equation and a graphical 
representation like Figure B.23 which models a system made of two components with a single 
repair team (component A having priority to be repaired) and a common cause failure. In this 
figure A indicates that A is working and A that it has failed. As the detection times must be 
considered μa and μb in Figure B.23 are the restoration rates of the components (i.e. 
μa=1/MTTRa and μb=1/MTTRb). 

For example the probability to be in state 4 is simply calculated as follows: 

)1)(()])(())(()([)( 43214 dttPdttPtPtPdttP accfaccfbccf μλλλλλ −+++++=+  

This leads to a vectorial differential equation, 

)(][/)( tPMdttPd
→→

= , which is conventionally solved by:  

)()( ][ 0
→→

= PetP Mt   

where  

[M] is the Markovian matrix containing the transition rates and )(0
→
P  the vector of the initial 

conditions (generally a column vector with 1 for the perfect state an 0 for the others). 

Even if an exponential of a matrix has not exactly the same properties of an ordinary 
exponential, it is possible to write: 

)()()( ])[(][])[( 10 111 tPePeetP MttMtMtt
→

−
→

−
→

==  

This demonstrates the basic property of Markov processes: the knowledge of the probabilities 
of the states at a given instant t1 summarizes all the past and is enough to calculate how the 
system evolves in the future from t1. This is very useful for PFD calculations. 

Efficient algorithms have been developed and implemented in software packages a long time 
ago in order to solve above equations. Then, when using this approach, the analyst can focus 
only on the building of the models and not on the underlying mathematics even if, anyway, he 
has to understand at least what is described in this appendix. 

Figure B.24 shows the principle of PFD calculations: 
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Figure B.24 – Principle of the multiphase Markovian modelling 

PFD calculations are related to E/E/PE safety-related systems working in low demand mode 
and periodically (proof) tested. For such systems repairs are initiated only when tests are 
performed. The tests are singular points along the time but this is not a problem as a multi 
phase Markovian approach may be used to deal with. 

For example, a simple system made of one periodically tested single component has three 
states as shown on Figure B.24: working (W), dangerous failure undetected (DU) and under 
repair (R). 

Between tests its behaviour is modelled by the Markovian process on the upper part of Figure 
B.24: it can fail (W→ DU) or under repair (R→ W). As no repair may be started within a test 
interval, there is no transition from DU to R. Because the diagnostic of the failure has been 
performed before entering state R, μ is the repair rate of the component (i.e. μ=1/MRT) in 
Figure B.24. 

When a test is performed (see linking matrix on Figure B.14), a repair is started if a failure 
has occurred (DU→ R), the component remains working if it was in a good functioning state 
(W→ W) and in the very hypothetical case that a repair started at the previous test is not 
finished, remains under repair (R→ R). A linking matrix [L] may by used to calculate the initial 
conditions at the beginning of state i+1 from the probabilities of the states at the end of test i. 
This gives the following equation: 
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Replacing )(τiP
→

by its value, leads to an equation of recurrence which allows to calculate the 
initial conditions at the beginning of each test intervals:  

)(][)( ][ 0PeL0P i
Mt

1i
→

+

→
=  

This can be used to calculate the probabilities at any time t = iτ + ζ . For example, within test 
interval i, the following is obtained: 

τζττζ ζ mod,)(),()()( ][ tit1i0PePtP i
M

i =<≤−==
→→→
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Obtaining the instantaneous unavailability is straightforward by summing the probabilities of 
the states where the system is unavailable. A line vector (qk) is helpful to express that: 

∑
=

=
n

1k
kk tPqtU )()(  

where qk = 1 if the system is unavailable in state k, and qk = 0 otherwise. 

For the simple model, )()()()( tPtPtUtPFD RDU +==  is obtained and the look of the saw-tooth 
curve obtained with this model is illustrated on Figure B.25. 

The PFDavg is calculated in the way previously described through the MDT which in turn is 
easy to calculate from the Mean Cumulated Times spent in the states:  

∫
→→

=
T

0

dttPTMCT )()(  

Like for )(tP
→

, efficient algorithms are well known to perform this calculation over [0, T] to 

finally obtain: ∑
=

=
n

1k
kkavg TMCTq

T
1TPFD )()(  

PFD(t)

t

PFD(t)

t
 

Figure B.25 – Saw-tooth curve obtained by multiphase Markovian approach 

Applying this formula on the model presented on Figure B.24 leads to: 

[ ])()()( TMCTTMCT
T
1TPFD RDUavg +=  

This may be reduced to the first term if the EUC is shut down during the repair. 

The black circle on Figure B.25 is the PFDavg of the saw-tooth curve over the whole period of 
calculation. 

 

 

Figure B.26 – Approximated Markovian model 

Note that the above calculations are often performed by using the approximated model 
presented on Figure B.26 where the state DU and R have been merged and where τ/2 (i.e. 
the mean time to detect the failure) has been used as equivalent restoration time. This is valid 
only if the Markovian equations have been previously solved by another way in order to find 
this equivalence. This approximation is only applicable if the repair time is negligible.  Also, 
the method may be very difficult for large complex systems. 

W R

λDU

τ/2
W R

λDU

τ/2
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The simple model of Figure B.24 may be easily improved for more realistic components. On 
Figure B.27, the linking matrix models a component which has both a probability, γ,to be failed 
due to the test (i.e. a genuine on demand failure) and a probability, σ, that the failure was not 
discovered by the test (by human error). 

W

DU

R

W

DU

R

(1 −γ)

σ

1

PFD(t)

t
 

Figure B.27 – Impact of failures due to the demand itself 

The look of the saw-tooth curve has changed and the jumps observed for each test 
correspond to the probability of on demand failure γ. Again the black circle presents the 
PFDavg. 

When a (redundant) component is disconnected to be tested, it becomes unavailable during 
the whole performance of the test and this contributes to its PFDavg. Therefore, the test 
duration, π,shall be considered and an additional phase introduced between test intervals. 
This is shown on Figure B.28 where states R and W are modelled in this phase only for the 
sake of the completeness. 
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Figure B.28 – Modelling of the impact of test duration 

In this Markov model, the system is unavailable in states R, DU and Tst. This is more 
complicated than before but the principle of calculation remains exactly the same. The 
behaviour of the saw-tooth curve is shown on the right. The system is unavailable during the 
test durations and this may be the top contribution to PFDavg. 

On the previous Markov graphs, only the dangerous undetected failures have been 
considered but the dangerous detected failure may be represented as well. The difference is 
that repair starts at once as it is represented on Figure B.29. Therefore μDD is the restoration 
rate of the component (μDD =1/MTTR)when μDU is its repair rate (μDU=1/MRT). 
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Figure B.29 – Multiphase Markovian model with both DD and DU failures 

Safe failures should be represented if needed but the Markov graphs presented here are 
chosen to be as simple as possible. 

The main problem with Markov graphs is that the number of states increases exponentially 
when the number of components of the system under study increases. Therefore building 
Markov graphs and performing above calculations without drastic approximations becomes 
very quickly intractable by hand. 

Using an efficient Markovian software package helps to cope with calculation difficulties. 
There are a lot of such packages available even if they are not necessarily usable directly for 
PFDavg calculation purpose: most of them perform instantaneous unavailability calculations 
but only some of them calculate the mean cumulated times spent in the states and only a few 
allow multiphase modelling. Anyway, there are no real difficulties to adapt them to PFDavg 
calculations. 

Concerning the modelling itself and when dependencies between components are light, 
Markovian and Boolean approaches can be mixed: 

− Markov models are used to establish the instantaneous unavailabilities of each of the 
components; 

− fault trees or reliability block diagrams are used to combine the individual unavailabilities 
to calculate the instantaneous unavailability PFD(t) of the whole system; 

− PFDavg is obtained by averaging PFD(t). 

This mixed approach has been described in Clause B.4 and saw-tooth curves like those on 
Figures B.25, B.27 and B.28 may be used as input to fault trees. 

When dependencies between components cannot be neglected, some tools are available to 
build automatically the Markov graphs. They are based on models of a higher level than 
Markov models (e.g. Petri nets, formal language). Due to the combinatory explosion of the 
number of states, can still lead to difficulties. 

This combined approach is very efficient for modelling complex systems. 
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Figure B.30 – Changing logic (2oo3 to 1oo2) instead of repairing first failure 

The system modelled in Figure B.30 is made of three components tested at the same time 
and working in 2oo3. When a failure is detected, the logic is changed from 2oo3 to 1oo2 as a 
1oo2 logic is better than a 2oo3 logic from safety point of view (but worse from spurious 
failure point of view). It is only when a second failure is detected that the repair occurs and 
this consists in replacing all the three elements by three new ones. This introduces systemic 
constraints and it is not possible to build the behaviour of the whole system just by combining 
the independent behaviours of its components. 

B.5.2.2 Principle of PFH calculations 

For PFH calculations, the same type of multiphase Markovian modelling can be used for DU 
failures detected by proof tests. In order to simplify, only the principle of PFH calculations for 
DD failures which only need conventional (monophase) Markov models is shown. Of course, 
for E/E/PE safety-related systems working in continuous mode and having DU failures 
detected by periodical proof tests, the multiphase Markovian approach should be used. This 
does not change the principle considered hereafter. 

Figure B.31 presents two Markov graphs modelling the same system made of two redundant 
components with a common cause failure. On the left hand side, the components (A and B) 
are repairable. On the right hand side, they are not repairable. 

On both graphs state 4 (AB) is absorbing. The system remains failed after an overall failure 
and P(t) = P1(t) + P2(t) + P3(t) is the probability that no failure has occurred over [0, t]. Then, 
R(t) = P(t) is the reliability of the system and F(t) = 1 - R(t) = P4(t) is its unreliability. 
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Figure B.31 – "Reliability" Markov graphs with an absorbing state 

As discussed in B.2.3., this reliability model is adequate for dealing with the situation when 
the failure of the E/E/PE safety-related system leads immediately to a dangerous situation. 
Again μa and μb are the restoration rates of the components (i.e. μa=1/MTTRa and 
μb=1/MTTRb) 
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Such a reliability Markov graph provides the PFH directly by PFH = F(T)/T. For example from 
Figure B.31 TT4PTPFH /)()( = (provided P4(T) << 1), is directly obtained. 

Such a reliability Markov graph also allows the MTTF of the system to be calculated by the 
following formula:  

∑
=

∞→
=

n

1k
kkt

tMCTaMTTF )(lim  

In this formula MCTk(t) is the mean cumulated time spent in state k, and ak = 1 if k is a good 
working state and ak = 0 otherwise. 

An upper bound is obtained by: 

MTTF1PFH /≈  

Efficient algorithms have been developed and almost all the Markovian software packages 
may be used for F(T) and MTTF calculations. 

The above PFH estimations are valid in any case even if there is no overall system constant 
failure rate (as for the graph on the right hand side of Figure B.31). The only constraint is to 
use a reliability Markov graph with one (or several) absorbing state(s). Of course this holds 
when using a multiphase model. 

When all the states are completely and quickly repairable, the overall system failure rate Λ(t) 
converge quickly toward an asymptotic value Λas = 1/MTTF. In such graphs, except the 
perfect and the absorbing states, all states are quasi instantaneous (because the MTTRs of 
the components are short compared to their MTTF). This allows evaluating directly the overall 
system constant failure rates of each scenario starting from the perfect state and leading to 
the absorbing state. The Markov graph on the left hand side of Figure B.31 models such a 
completely and quickly repairable system.  That is: 

− 1→4  : Λ14=λccf 

− 1→2→4 : Λ124=λa. (λb+ λccf)/[ (λb+ λccf)+μa]≈ λa. (λb+ λccf)/ μa 

− 1→3→4 : Λ134=λb. (λa+ λccf)/[ (λa+ λccf)+μb] ≈ λb. (λa+ λccf)/ μb 

For the scenario 1→3→4 in above formulae, λb is the transition rate governing the jump out of 
the perfect state, and (λa+ λccf)/ μb is the probability to jump to 4 rather to come back to 1 
when in state 3. 

Finally: Λas= Λ12+ Λ124+ Λ134=1/MTTF 

This can be easily generalized to complex Markov graphs but this is valid only for completely 
and quickly repairable systems, i.e. DD failures. 

The Markov graph on the right hand side of Figure B.31 is not completely and quickly 
repairable. Therefore applying above calculation would lead to wrong results. 

When the E/E/PE safety-related system working in continuous mode is used in conjunction 
with other safety barriers, its availability shall be considered. This is what is represented on 
both graphs of Figure B.32 below: there is no absorbing state and the system is repaired after 
an overall failure. P(t) = P1(t) + P2(t) + P3(t) is the probability that the system is working at t. 
Then, A(t) = P(t) is its availability and U(t) = 1 - A(t) = P4(t) its unavailability. 
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This case is very different from the example represented in Figure B.31 and R(t) and A(t) 
should be used correctly, as should U(T) and F(T) if correct results are to be obtained.  

In case of DD failures, the simplest way to handle this problem is to calculate the upper bound 
of PFH through MDT and MUT as explained in B.2.3. 
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Figure B.32 – "Availability" Markov graphs without absorbing states 

An interesting property of availability Markov graphs is that they reach an asymptotic 
equilibrium when the probability to enter a given state is equal to the probability to get out of 
it. Noted by:  

− )(lim, tPP itasi ∞→
=  the asymptotic value of Pi(t) 

− ∑
≠

=
ij

iji λλ the transition rate from i to any other state 

Each time the system visits state i, the mean time in this state is iiMst λ/1= . 

This allows calculating ∑ −=
i

iasii MstPq1MUT ,)( and ∑=
i

iasii MstPqMDT ,  

where  

qi = 0, if i is a working state, and 1 otherwise. 

Finally the following is obtained: ∑∑ ==+=
i i

asi

i
iasi

P
1MstP1MDTMUT1PFH

λ
,

, //)/(  

It should be noted that the number of failures observed over [0, T] is given by: ∑=
i i

asiP
Tn

λ
,/ . 

As most of the Markovian software packages are able to find the asymptotic probabilities 
there are no particular difficulties to achieve above calculations. 

When the period under interest is too short for allowing the convergence of the Markov 

process, PFH may be calculated with: ∑
≠

=
fi

iif tPtw )()( λ . 

This gives: 
T

TMCT

T

dttP
TPFH fi

iif

fi

T

0
i

if

∑
∑

∫
≠

≠

==
)()(

)(
λ

λ  
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There is again no difficulty to perform these calculations with a Markov software package 
providing the cumulated time in each of the states. 

In the case of completely and quickly repairable systems (DD failures) the Vesely rate Λv(t) 
converges very quickly toward an asymptotic value, Λas, which is a good approximation of the 
overall system constant failure rate of the system. Therefore in this case, the PFH may be 
calculated in the same way as in the reliability case. 

In case of DU failures, this is more complicated due to the multiphase modelling. The above 

formula may be generalized to: 

∑

∑∑

=

= ≠= n

1

n

1 fi
iif

T

TMCT
TPFH

ϕ
ϕ

ϕ
ϕλ )(

)(  

In this formula, Tϕ is the duration of phase ϕ.  

Multiphase Markovian processes  generally reach equilibrium when the probability to jump out 
off a given state is equal to the probability to enter in it. The asymptotic values have nothing 
to do with those which are described above but they can be used in the above formula. 

In conclusion, it can be said that the Markovian approach provides a lot of possibilities to 
calculate the PFH of an E/E/PE safety-related system working in continuous mode. 
Nevertheless, a good understanding of the underlying mathematics is needed to use them 
properly. 

B.5.3 Petri nets and Monte Carlo simulation approach 

B.5.3.1 Principle of modelling 

An efficient way of modelling dynamic systems is to build a finite state automaton behaving as 
close as possible as the E/E/PE safety-related systems under study. Petri nets (see B.2.3.3 
and B.6.6.10 of IEC 61508-7) have been proven to be very efficient for this purpose for the 
following reasons: 

− they are easy to handle graphically; 

− the size of the models increases linearly according to the number of components to be 
modelled; 

− they are very flexible and allow modelling almost all type of constraints; 

− they are a perfect support for Monte Carlo simulation (see B.6.6.8 of IEC 61508-7). 

Originally developed in the 1960’s for the formal proof on automata, they have been quickly 
hijacked in two steps by reliability engineers, in the seventies, for the automatic building of big 
Markov graphs and in the 1980’s, for Monte Carlo simulation purpose. 
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Figure B.33 – Petri net for modelling a single periodically tested component 
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The typical sub-Petri net for a simple periodically tested component is made of three parts: 

1) the static part (i.e. a drawing): 
a) places (circles) corresponding to potential states; 
b) transitions (rectangles) corresponding to potential events; 
c) upstream arrows (from places to transitions) validating transitions; 
d) downstream arrows (from transitions to places) indicating what happens when 

transitions are fired. 
2) the scheduling part: 

a) stochastic delays representing random delays elapsing before events occur; 
b) deterministic delays representing known delays elapsing before events occur. 

3) the dynamic part: 
a) tokens (small black circles) moving when events occur to indicate which of the 

potential states are actually achieved; 
b) predicates (any formula which may be true or false) validating transitions; 
c) assertions (any equation) updating some variables when a transition is fired. 

In addition some rules allow validating and firing a transition: 

4) validation of a transition (i.e. conditions for the corresponding event may arise): 
a) all upstream places have at least one token; 
b) all predicates must be "true". 

5) firing of a transition(i.e. what happens when the corresponding event is arising): 
a) one token is removed from upstream places; 
b) one token is added in downstream places; 
c) assertions are updated. 

Most of the notions in relationship with Petri nets are introduced above and the remaining 
ones will be introduced when needed. 

B.5.3.2 Monte Carlo simulation principle 

Monte Carlo simulation consists of the animation of behavioural models by using random 
numbers to evaluate how many times the system remains in states governed either by random 
or deterministic delays (see also B.6.6.8 of IEC 61508-7). 

This can be explained by using the Petri net presented on Figure B.33: 

– At the beginning the token is in place W and the component is in good working order. 
– Only one event may arise from this state - a dangerous undetected failure- (transition Tr1 

is valid and drawn in black). 
– The time spent in this state is stochastic and governed by an exponential distribution of 

parameter λDU. The Monte Carlo simulation consists of firing a random number (see 
below) to calculate the delay d1 before the failure is going to occur (i.e. Tr1 is going to be 
fired). 

– When d1 is elapsed, Tr1 is fired and the token moves to place DU (more precisely one 
token is removed from place W and one token is added in place DU). 

– The component reaches the dangerous undetected state and the transition Tr2 becomes 
valid. 

– The detection of the dangerous failure occurs after a deterministic delay d2 (d2 = 
t modulo τ when t is the current time and τ the test interval). This simulates the test 
interval. 
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– When t2 is elapsed, i.e. the dangerous failure is detected, the token enters in place DD. 
The component is now waiting to be repaired and Tr3 becomes valid. 

– The delay d3 for firing Tr3 (start of repair) does not depend on the component itself but on 
the availability of the repair resources represented by the message RA. This is governed 
by events arising in another part of the whole Petri net not represented on Figure B.33. 

– The repair starts as soon as the repair team becomes available (i.e. the predicate ?RA = 
true becomes true) and the token enters in place R. Repair resources become immediately 
unavailable for another intervention and the assertion !RA = false is used to update the 
value of RA. This prevents any other repair at the same time. 

– The stochastic transition Tr4 (i.e. the end of the repair) becomes valid and the delay d4 
may be calculated by firing a random number according to the repair rate μ. 

– When d4 is elapsed, Tr4 is fired and the component is coming back in its good working 
state (the token enters in place W). The repair resources are again available and RA is 
updated through the assertion !RA = true. 

– And so on... as long as the firing of next valid transition belongs to the period under 
interest [0, T]. 

When the next firing is no longer inside [0, T], the simulation is stopped and one history of the 
component is achieved. All along the progress of the history, relevant parameters may be 
recorded as the mean marking of the places (i.e. the ratio of the time with one token in the 
place over the duration T), the transition firing frequencies, the time to the first occurrence of 
a given event, etc. 

The principle of Monte Carlo simulation is to realize a great number of such histories and to 
perform classical statistics on the results in order to assess the relevant parameters. 

Contrary to analytical calculations, Monte Carlo simulation allows to mix easily deterministic 
and random delays which may be simulated from their cumulated probability distribution F(d) 
and random numbers zi uniformly distributed over [0, 1]. Those random numbers are available 
in almost any programming languages and powerful algorithms are available to do that. 

Then, a sample (di), distributed according to F(d), is obtained from a sample (zi) by the 
operation: di = F-1(zi). This is very easy when the analytical form of F-1(z) is available as, for 

example, exponentially distributed delays: )( i
DU

i zLog1d
λ

−= . 

In respect of the accuracy of the calculations, concerning a given simulated parameter X, the 
basic statistics allow the calculation of the average, variance, standard deviation and 
confidence of the sample (Xi) which has been simulated: 

− average : 
N

x
X i

i∑
=  

− variance: 
N

Xx
i

2
i

2
∑ −

=
)(

σ and standard deviation : σ 

− 90 % confidence interval around X : 
N

Conf σ641,=  

Therefore, when using Monte Carlo simulation, the accuracy of the results can always be 
estimated. For example, considering 90 % of chance that the true result X̂  belongs to the 

interval ⎥⎦
⎤

⎢⎣
⎡ +− NXNX /,,/, σσ 641641 .  
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This interval is reducing when the number of histories increases and when the frequency of 
occurrence of X increases. 

With present time personal computers, there are no real difficulties to achieve calculations 
even for SIL 4 E/E/PE safety-related systems. 

B.5.3.3 Principle of PFD calculations 

The sub-Petri-net on Figure B.33 may be used directly to evaluate the PFDavg of the 
component because the mean marking of place W which is equal to the ratio of the time spent 
in W (i.e. with W marked by the token) to the duration T, is in fact the average availability A of 
the component. We have PFDavg = 1 − A. 

The accuracy of the calculation may be estimated as explained above. 

More complex behaviours may be represented by using specific sub-Petri Nets. Figure B.34 
gives an idea of what can be done for modelling periodically tested components, common 
cause failures (CCF) and repair resources. 

On the left hand side is modelled a periodically tested component which jumps across the 
states working (W), dangerously failed undetected (DU), under testing (DUT), dangerously 
failed detected (DD), ready for repair (RR) and under repair (R). 

When it fails (DU), the message !-Ci (equivalent to !Ci = false) is emitted to inform that the 
component is failed. Then it waits until a periodical test is started (DUT). The periodic test 
interval is τ and the staggering θ. After what the test is performed for a duration equal to π 
and the state DD is reached. If a spare part is available (at least one token in SP), the 
component becomes ready for repair (RR) and the variable NbR is increased by 1 to inform 
the repair resources of the number of components needing to be repaired. When the repair 
resources are on location (one token in OL) the repair starts (R) and the token is removed 
from OL. When it is achieved the component comes back in good functioning state, the 
message !Ci is emitted (i.e. !Ci = true), NbR is decreased by 1 and the token is given back in 
OL to allow further repairs. And so on. 

W
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λDU

π

!-Ci

!Ci
!NbR=NbR-1

OL

μ

!-Ci

?CCF

?NbR >0

?NbR =0
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!NbR=NbR+1 nM

OL M

δ=0

ω

C

λCCF
!CCF

nC
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Common Cause Failure

Repairs

SPRR
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DU
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ε

W
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!Ci
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μ

!-Ci

?CCF

?NbR >0

?NbR =0
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!NbR=NbR+1 nM
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δ=0
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Repairs

SPRR

!-CCF
!-Dccf

DU
T

F(θ, τ)
?Dccf

!If CCF then Dccf

?Dccf
ε

 

Figure B.34 – Petri net to model common cause failure and repair resources 

The variable NbR is used by the sub-Petri net devoted to repairs. When it becomes positive, 
the mobilisation of the resources is started (M) and after a certain delay they are ready to 
work on location (OL). The token in OL is used to validate the starting of the repair of one 
failed component. Therefore, only one repair may be done at the same time. When all repairs 
have been performed (i.e. NbR = 0) the repair resources are demobilized. 

On Figure B.34 a common cause failure (CCF) has also been modelled. When it occurs 
(λDCC), the message !CCF becomes true and is used to put all the affected components in 
their DU states. The relevant messages Ci become false and the components are repaired 
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independently from each other. When the test of a component is finished, the assertion 
!IF CCF then Dccf allows to inform all the other components that a CCF has been detected. 
This message is used to put them immediately in their DD states. This message is also used 
to reset the CCF sub-Petri net but this is done after a while (ε) to insure that all components 
have been put in their DD state before resetting. 

A

B

E

F
C

2/3 DO1 O2 O3

Av

U

?-O3 

?O3

Rl

Fd

1st Failure

Failure

Restoration
A

B

E

F
C

2/3 DO1 O2 O3

Av

U

?-O3 

?O3

Rl

Fd

1st Failure

Failure

Restoration

 

Figure B.35 – Using reliability block diagrams to build Petri net and auxiliary Petri net 
for PFD and PFH calculations 

The sub-Petri Nets on Figure B.34 are intended to be used as parts of more complex models. 
One way to use them is illustrated on Figure B.35 where the reliability block diagram of Figure 
B.16 which has been slightly adapted by introducing the intermediary outputs Oi. 

The components A, B, C, D, E, F may be modelled by a set of sub- Petri nets like those on 
Figure B.34 with for example a CCF for (A, B, C) and another one for (E, F) and the same 
repair resources for all components. The remaining problem is only to link the component 
together according to the logic of the reliability block diagram and to calculate the PFDavg 
under interest. 

Linking the components is very easy by using the messages Ci and building the following 
assertions: 

− O1 = Ca.Cb + Ca.Cc +Cb.Cc 

− O2 = O1.Cd 

− O3 = O2.(Ce + Cf) 

Therefore when O3 is true, the whole E/E/PE safety-related system is working well and it is 
unavailable otherwise. This message is used in the sub-Petri net on the right hand side in 
order to model the various states of the E/E/PE safety-related systems: available (Av), 
unavailable (U), reliable(Rl) and unreliable (Fd). 

For PFD calculation the focus is only on Av and U: when O3 becomes false, the system fails 
and becomes unavailable and when O3 becomes true, the system is restored and becomes 
available again. This is very simple and the mean marking of Av is the average availability of 
the system and the mean marking of U its average unavailability, i.e. its PFDavg. 

Therefore, the Monte Carlo simulation performs automatically the integral of the 
instantaneous unavailability and it is not necessary to calculate it except if the saw tooth 
curve is wanted. This would be easily done by evaluating the mean marking of U at given 
instant rather over the whole [0, T] period. 

What is exposed above only intends to illustrate the broad lines of using Petri nets for SIL 
calculations purposes but the potential modelling possibilities are virtually endless. 

B.5.3.4 Principle of PFH calculations 

For the PFH calculation, the principles remain exactly the same as above and the same sub 
models can be used for DU failures. Figure B.36 illustrates a sub-Petri net modelling a DD 
failure which is revealed and repaired as soon as it has been detected. 
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Figure B.36 – Simple Petri net for a single component with revealed failures and repairs 

Such components’ models may be used as explained above in relationship with a reliability 
block diagram representing the whole system like on Figure B.35. 

When the E/E/PE safety-related system working in continuous mode is the ultimate safety 
barrier, an accident occurs as soon as it is failing and the PFH evaluation must be achieved 
through the reliability of the system. This is done by the lower part of the sub PN presented 
on the right hand side of Figure B.35: the average frequency of the first failure of the system 
over [0, T] is its unreliability F(T). Then, when F(T) is small compared to 1, and according to 
the PFH definition, we have PFH = F(T)/T. 

Due to the token in Rl, the first failure is a one shot transition. Provided that all histories lead 
to a failure (i.e. T is long enough) the mean time spent with a token in Rl is the MTTF of the 
system. Then PFH ≈ 1/MTTF provides an upper bound of PFH. 

When the E/E/PE safety-related system working in continuous mode is not the ultimate safety 
barrier it does not provoke directly an accident when it fails. Then it is repaired after an 
overall failure and its PFH shall be calculated through the unavailability of the system. It is 
obtained directly from the frequency Nbf of the transition failure. This provides the number of 
times the system has failed over a given period and therefore we have PFH(T) = Nbf/T. 

It is interesting to note that when T is long enough, the MUT may be calculated through the 
mean cumulated time MCTAv in state Av and the MDT through the mean cumulated time 
MCTU in state U. The mean cumulated times MCTA and MCTU are very easy to calculate 
within the Monte Carlo simulation just by cumulating the times when a token is present in Av 
or U. We have NbfMCTMUT A /=  and NbfMCTMUT u /= . This may be used for evaluating 
PFH = 1/(MUT + MDT) = 1/MTBF = Nbf/T. 

All these results are obtained directly because the Monte Carlo simulation provides naturally 
the average values. What is exposed above only intends to illustrate the broad lines of using 
Petri nets for SIL calculations purposes but the potential modelling possibilities are virtually 
endless. 

B.5.4 Other approaches 

The relationship between the size of the models and the number of components of the system 
under study varies dramatically according to the type of approach in use. It is linear for fault 
trees and Petri nets but exponential for Markov processes. Therefore fault tree and Petri net 
approaches make it potentially easier to handle much larger systems than Markovian 
approach. This is why Petri nets are sometimes used to produce large Markov graphs. 

The underlying formal languages behind the graphical representations described here above 
produce flat models: each component is described separately, at the same level. This makes 
large models sometimes hard to master and to maintain. A way to overcome this problem is to 
use structured languages providing compact hierarchical models. Several such formal 
languages have been developed recently and some software packages are available. As an 
example, we can consider, the AltaRica Data Flow language published in 2 000 in order to be 
freely used by the reliability community and designed to accurately model the functional and 
dysfunctional properties of industrial systems (see references in B.7). 
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μDD
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Figure B.37 is equivalent to the reliability block diagram presented Figure B.1. This model is 
hierarchical because single modules are modelled only once and then reused as many times 
as needed at the system level (i.e. in the node main). This allows achieving very compact 
models. 

In order to simplify the presentation, only two transitions have been represented for the 
components: failure and repair (i.e. DD failures revealed and repaired as soon as they arise). 

Logical operators (or, and) are used to describe the logic of the system. This is done in direct 
relationship with the reliability block diagram and the flow Out models the state of the system: 
it is working when Out is true and failed when Out is false. 

node bloc
state working:bool;
flow input:bool:in; output:bool:Out;
event failure, repair;
init

working:=true;
trans

working |- failure -> working:=false;
not working |- repair -> working:=true;

assert
output = if working then input else false;

extern
law <event failure> = exponential(lambda);
law <event repair>  = exponential(mu);
parameter lambda = 1e-3;
parameter mu     = 0.01;

edon

node main
sub A:bloc; B:bloc;

C:bloc; D:bloc;
D:bloc; E:bloc;

assert
A.input = true, B.input = true,  C.input = true,
D.input = (A.output or B.output or C.output),
E.input = D.output,
F.input = D.output;
Out     = (E.output or F.output)

extern
predicate failed = <term (not Out)>;
locker failed = <term (not Out)>;

edon

Single
m

odule
System

R
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data
U

nw
anted

event
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working |- failure -> working:=false;
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assert
output = if working then input else false;

extern
law <event failure> = exponential(lambda);
law <event repair>  = exponential(mu);
parameter lambda = 1e-3;
parameter mu     = 0.01;

edon
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sub A:bloc; B:bloc;
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assert
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D.input = (A.output or B.output or C.output),
E.input = D.output,
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Figure B.37 – Example of functional and dysfunctional modelling with a formal language 

This provides good behavioural models for efficient Monte Carlo simulation and all what has 
been described above for Petri net remains valid here for PFDavg or PFH calculations. 
Therefore we are not developing this part further. 

This formal language possesses similar mathematical properties as Petri nets and therefore it 
is possible to compile one model towards the other without difficulty. But it also generalizes 
the properties of the underlying languages behind Fault trees or Markov processes. 
Therefore, providing that the description has been restricted to the properties of Markov 
processes or Fault trees, it is possible to compile the model into equivalent Markov graph or 
fault trees. It is the purpose of the key words “predicate” and “locker” at the end of the model 
to provide directives for fault trees or Markov model generation or for direct Monte Carlo 
simulation. 

Using a formal language designed to model properly the system behaviour both from 
functional and dysfunctional points of view allows: 

− Monte Carlo simulations to be performed directly on the models; 
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− Markov graphs to be generated and analytical calculations to be performed as previously 
shown (when the language has been restricted to Markov properties); 

− Equivalent Fault trees to be generated and analytical calculations to be performed as 
previously shown (when the language has been restricted to Boolean properties). 

Such functional and dysfunctional formal languages are general purpose languages. There 
are no difficulties to use them in the particular case of E/E/PE safety-related systems. They 
provide an efficient way to master PFDavg and PFH calculations of E/E/PE safety-related 
systems when several protection layers, various types of failure modes, complex proof test 
patterns, components dependencies, maintenance resources, etc., i.e. when the other 
methods have shown that they have reached their limits. 

B.6 Handling uncertainties  

D

Sf

E F

Monte
Carlo

One
result

Histogram

Input parameters with uncertainties

D

Sf

E F

Monte
Carlo

One
result

Histogram

Input parameters with uncertainties  

Figure B.38 – Uncertainty propagation principle 

One of the main problems encountered when performing probabilistic calculations is linked to 
the uncertainties on the reliability parameters. Therefore, it is useful when performing PFD or 
PFH calculations to evaluate what the corresponding impact is on the uncertainty of the 
results. 

Care needs to be taken when dealing with this issue and using Monte Carlo simulation 
provides an efficient way for this purpose as it is illustrated on Figure B.38. 

On this figure the input reliability parameters (e.g. the dangerous undetected failure rates) are 
no longer certain and they are replaced by random variables. The density of probability of 
such random variable is more or less sharp or flat according to the degree of uncertainty: the 
probability density of F is sharper than the one of E or D. This means that there is less 
uncertainty on F than on E or D for example. 

The principle of calculation is the following: 

1) generating one set of input parameters by using random numbers according to the 
probabilistic distributions of those parameters (similar to what has been explained in 
B.3.2) ; 

2) performing one calculation by using the above generated set of input parameters; 
3) recording the output result (this constitutes one value used in step 4); 
4) performing steps 1 to 3 again and again until a sufficient number of values (for example 

100 or 1 000) is obtained in order to constitute an histogram (dotted line on Figure B.38); 
5) analysing statistically the histogram to obtain the average and the standard deviation of 

the output result. 
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The average of this histogram is the PFDavg or the PFH according to the type of calculation 
performed and the standard deviation measures the uncertainty on this results. The smaller 
the standard deviation, the more accurate is the PFDavg or the PFH calculation. 

The principle illustrated here on fault tree is very general and may be applied on any of the 
calculation methods depicted in this annex: simplified formulae, Markov processes and even 
Petri nets or formal languages approaches. When the calculation is already performed by 
Monte Carlo simulation, a two step Monte Carlo simulation shall be used. 

The probabilistic distribution for a given input reliability parameter shall be chosen according 
to the knowledge gathered about it. This may be: 

− a uniform distribution between lower and upper bounds; 

− a triangular distribution with a most probable value; 

− a log-normal law with a given error factor; 

− a Chi square law, etc. 

The first ones may be assessed by engineering judgement when there is not very much field 
feedback available. When there is more field feedback available, the last ones may be used 
because the field feedback provides average parameter values as well as confidence intervals 
on these average values. 

For example if n failures have been observed over a cumulated observation time T, we have: 

− Tn /ˆ =λ is the maximum likelihood estimator of the failure rate 

− 2
n21Inf T2

1
),(, αα χλ −=  lower bound with a probability α % to be lower than λInf,α 

− 2
1n2Sup T2

1
)(,, += αα χλ  upper bound with a probability α % to be higher than λSup,α  

When α = 5 %, then the true value of λ has 90 chances over 100 to belong to the interval 
[λInf,α, λSup,α}].  The smaller this interval, the more accurate the value of λ. Normally, good 
reliability data bases provide this information. Analysts should consider reliability data 
provided without confidence intervals (or information allowing to calculate them) very 
cautiously. 

λ̂ , λInf,α and λSup,α can be used to build a relevant distribution to model the failure rate λ of a 
given failure mode and its uncertainties. This is clear for χ2 distribution but the log-normal law 
has also shown this to be very efficient for that purpose. Such a log-normal law is defined by 
its average λ̂ or its median λ50 % and its so-called error factor. 

This law has a very interesting property: λInf,α= λ50 %/efα and λSup,α= λ50 %.efα.  

Then it is defined with only two parameters: 
α

α
α λ

λ
λ

,

,ˆ
Inf

Supefand ≈   

When efα = 1 there is no uncertainties, when efα = 3,3 there is a factor of about 10 between 
the lower and upper confidence bounds, etc. 

These laws may be used in turn with Monte Carlo simulations in order to take under 
consideration both the impacts of average values and uncertainties on PFDavg or PFH. 
Therefore it is always possible to master the uncertainties within probabilistic calculations. 
Some software packages implement directly such calculations. 
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When analysing redundant systems the analysis should not only consider the uncertainty of 
the basic element failure rate but also the accuracy of the CCF failure rate. Even if there is 
good field feed back data for each of the elements there is rarely good CCF field data and 
hence this will be the most uncertain. 

B.7 References 

References [4] to [9] and [22] to [24] in the Bibliography give further details on evaluating 
probabilities of failure. 
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Annex C  
(informative) 

 
Calculation of diagnostic coverage and safe failure fraction –  

worked example 
 

A method for calculating diagnostic coverage and safe failure fraction is given in Annex C of 
IEC 61508-2. This annex briefly describes the use of this method to calculate the diagnostic 
coverage. It is assumed that all of the information specified in IEC 61508-2 is available and 
has been used where required in obtaining the values shown in Table C.1. Table C.2 gives 
limitations on diagnostic coverage that can be claimed for certain E/E/PE safety-related 
elements. The values in Table C.2 are based on engineering judgement. 

To understand all the values in Table C.1, a detailed hardware schematic would be required, 
from which the effect of all failure modes could be determined. These values are only 
examples, for instance some components in Table C.1 assume no diagnostic coverage 
because it is practically impossible to detect all failure modes of all components. 

Table C.1 has been derived as follows: 

a) A failure mode and effect analysis has been carried out to determine the effect of each 
failure mode for every component on the behaviour of the system without diagnostic tests. 
The fractions of the overall failure rate associated with each failure mode are shown for 
each component, divided between safe (S) and dangerous (D) failures. The division 
between safe and dangerous failures may be deterministic for simple components but is 
otherwise based on engineering judgement. For complex components, where a detailed 
analysis of each failure mode is not possible, a division of failures into 50 % safe, 50 % 
dangerous is generally accepted. For this table, the failure modes given in reference a) 
have been used, although other divisions between failure modes are possible and may be 
preferable. 

b) The diagnostic coverage for each specific diagnostic test on each component is given (in 
the column labelled “DCcomp”). Specific diagnostic coverages are given for the detection 
of both safe and dangerous failures. Although open-circuit or short-circuit failures for 
simple components (for example resistors, capacitors and transistors) are shown to be 
detected with a specific diagnostic coverage of 100 %, the use of table C.2 has limited the 
diagnostic coverage with respect to item U16, a complex type B component, to 90 %. 

c) Columns (1) and (2) give the safe and dangerous failure rates, in the absence of 
diagnostic tests, for each component (λS and λDD + λDu respectively). 

d) We can consider a detected dangerous failure to be effectively a safe failure, so we now 
find the division between effectively safe failures (i.e. either detected safe, undetected 
safe or detected dangerous failures) and undetected dangerous failures. The effective 
safe failure rate is found by multiplying the dangerous failure rate by the specific 
diagnostic coverage for dangerous failures and adding the result to the safe failure rate 
(see column (3)). Likewise, the undetected dangerous failure rate is found by subtracting 
the specific diagnostic coverage for dangerous failures from one and multiplying the result 
by the dangerous failure rate (see column (4)). 

e) Column (5) gives the detected safe failure rate and column (6) gives the detected 
dangerous failure rate, found by multiplying the specific diagnostic coverage by the safe 
and dangerous failure rates respectively. 

f) The table yields the following results: 

− total safe failure rate ∑∑ + DdS λλ  = 9,9 × 10–7  

(including detected dangerous failures) 

− total undetected dangerous failure rate ∑ Duλ  = 5,1 × 10–8 
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− total failure rate ∑∑∑ ++ DuDdS λλλ  = 1,0 × 10–6 

− total undetected safe failure rate ∑ Suλ  = 2,7 × 10–8 

− diagnostic coverage for safe failures 
∑
∑

S

Sd

λ
λ

 = 
3,65
3,38  = 93 % 

− diagnostic coverage for dangerous failures  

∑∑
∑

+ DuDd

Dd

λλ
λ

 
= 6 21

6 72
,
,  

= 92 % (normally termed simply “diagnostic coverage”) 

− safe failure fraction 
∑∑∑

∑∑
++

+

DuDdS

DdS

λλλ
λλ

 = 986
365 672+

 = 95 % 

g) The division of the failure rate without diagnostic tests is 35 % safe failures and 65 % 
dangerous failures. 
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Table C.1 – Example calculations for diagnostic coverage and safe failure fraction 

 Item No  Type Division of safe and dangerous 
failures for each failure mode 

Division of safe and dangerous failures for 
diagnostic coverage and calculated failure rates 

(× 10-9) 
   OC SC Drift Function DCcomp (1) (2) (3) (4) (5) (6) 
     S D S D S D S D S D λS λDD+λDu λS+λDD λDU λSD λDD 
 Print 1  Print 0,5 0,5 0,5 0,5 0 0 0 0 0,99 0,99 11,0 11,0 21,9 0,1 10,9 10,9
 CN1 1  Con96pin 0,5 0,5 0,5 0,5     0,99 0,99 11,5 11,5 22,9 0,1 11,4 11,4
 C1 1  100nF 1 0 1 0 0 0 0 0 1 0 3,2 0,0 3,2 0,0 3,2 0,0 
 C2 1  10μF 0 0 1 0 0 0 0 0 1 0 0,8 0,0 0,8 0,0 0,8 0,0 
 R4 1  1M 0,5 0,5 0,5 0,5     1 1 1,7 1,7 3,3 0,0 1,7 1,7 
 R6 1  100k         0 0 0,0 0,0 0,0 0,0 0,0 0,0 
 OSC1 1  OSC24 MHz 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 1 16,0 16,0 32,0 0,0 16,0 16,0
 U8 1  74HCT85 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,99 0,99 22,8 22,8 45,4 0,2 22,6 22,6
 U16 1  MC68000-12 0 1 0 1 0,5 0,5 0,5 0,5 0,90 0,90 260,4 483,6 695,6 48,4 234,4 435,2
 U26 1  74HCT74 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,99 0,99 22,8 22,8 45,4 0,2 22,6 22,6
 U27 1  74F74 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,99 0,99 14,4 14,4 28,7 0,1 14,3 14,3
 U28 1  PAL16L8A 0 1 0 1 0 1 0 1 0,98 0,98 0,0 88,0 86,2 1,8 0,0 86,2
 T1 1  BC817 0 0 0 0,67 0 0,5 0 0 1 1 0,0 0,2 0,4 0,0 0,0 0,2 

 Total             365 672 986 50,9 338 621 

NOTE None of the failure modes of item R6 are detected, but a failure does not affect either safety or availability. 

Key 
S Safe failure 
D Dangerous failure 
OC Open circuit 
SC Short circuit 
Drift Change of value 
Function Functional failures 
DCcomp Specific diagnostic coverage for the component 

See also Table B.1, although in this table failure rates are for the individual components in question rather than every 
component in a channel. 
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Table C.2 – Diagnostic coverage and effectiveness for different elements 

Component Low diagnostic 
coverage 

Medium diagnostic 
coverage 

High diagnostic 
coverage 

CPU (see Note 3) 
register, internal RAM 
coding and execution including flag register 
 (see Note 3) 
address calculation (see Note 3) 
program counter, stack pointer 

total less than 70 % 
50 % - 70 % 
50 % - 60 % 
50 % - 70 % 
50 % - 60 % 
50 % - 70 % 
40 % - 60 % 

total less than 90 % 
85 % - 90 % 
75 % - 95 % 
85 % - 98 % 
60 % - 90 % 

 
99 % - 99,99 % 

- 
- 

85 % - 98 % 

Bus 
memory management unit 
bus-arbitration 

 
50 % 
50 % 

 
70 % 
70 % 

 
90 % - 99 % 
90 % - 99 % 

Interrupt handling 40 % - 60 % 60 % - 90 % 85 % - 98 % 
Clock (quartz) (see Note 4) 50 % - 95 % - 99 % 
Program flow monitoring 
temporal (see Note 3) 
logical (see Note 3) 
temporal and logical (see Note 5) 

 
40 % - 60 % 
40 % - 60 % 

- 

 
60 % - 80 % 
60 % - 90 % 
65 % - 90 % 

 
- 
- 

90 % - 98 % 
Invariable memory 50 % - 70 % 99 % 99,99 % 
Variable memory 50 % - 70 % 85 % - 90 % 99 % - 99,99 % 
Discrete hardware 
digital I/O 
analogue I/O 
power supply 

 
70 % 

50 % - 60 % 
50 % - 60 % 

 
90 % 

70 % - 85 % 
70 % - 85 % 

 
99 % 
99 % 
99 % 

Communication and mass storage 90 % 99,9 % 99,99 % 
Electromechanical devices 90 % 99 % 99,9 % 
Sensors 50 % - 70 % 70 % - 85 % 99 % 
Final elements 50 % - 70 % 70 % - 85 % 99 % 
NOTE 1 This table should be read in conjunction with Table A.1 of IEC 61508-2 which provides the failure modes to be 
considered. 

NOTE 2 When a range is given for diagnostic coverage, the upper interval boundaries may be set only for narrowly 
tolerated monitoring means, or for test measures that stress the function to be tested in a highly dynamic manner. 

NOTE 3 For techniques where there is no high diagnostic coverage figure, at present no measures and techniques of 
high effectiveness are known. 

NOTE 4 At present no measures and techniques of medium effectiveness are known for quartz clocks. 

NOTE 5 The minimum diagnostic coverage for a combination of temporal and logical program flow monitoring is medium. 

 

See references [10] to [12] in the Bibliography. 
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Annex D  
(informative) 

 
A methodology for quantifying the effect of hardware-related  

common cause failures in E/E/PE systems 
 

D.1 General 

D.1.1 Introduction 

This standard incorporates a number of measures which deal with systematic failures. 
However, no matter how well these measures are applied, there is a residual probability of 
systematic failures occurring. Although this does not significantly affect the reliability 
calculations for single-channel systems, the potential for failures which may affect more than 
one channel in a multi-channel system (or several components in a redundant safety system), 
i.e. common cause failures, results in substantial errors when reliability calculations are 
applied to multi-channel or redundant systems. 

This informative annex describes two methodologies which allow common cause failures to be 
taken into account in the safety assessment of multi-channel or redundant E/E/PE systems. 
Using these methodologies gives a more accurate estimation of the integrity of such a system 
than ignoring the potential for common cause failures. 

The first methodology is used to calculate a value for β, factor frequently used in the 
modelling of common cause failures. This can be used to estimate the rate of common cause 
failures applicable to two or more systems operating in parallel from the random hardware 
failure rate of one of those systems (see D.5). It is generally accepted that the random 
hardware failure figures that are collected will include a number of failures that were caused 
by systematic failures. 

Alternative methodologies may be preferred in some cases, for example, where a more 
accurate β-factor can be proven as a result of the availability of data on common cause 
failures or when the number of impacted elements is higher than four. The second 
methodology, i.e. the binomial failure rate (also called shock model) method, can be used 

D.1.2 Brief overview 

The failures of a system are considered to arise from two dissimilar sources: 

– random hardware failures; and 
– systematic failures. 

The former are assumed to occur randomly in time for any component and to result in a failure 
of a channel within a system of which the component forms part when the latter appears 
immediately and in a deterministic way when the system reach the situation for which the 
underlying systematic error is existing. 

There is a finite probability that independent random hardware failures could occur in all 
channels of a multi-channel system so that all of the channels were simultaneously in a failed 
state. Because random hardware failures are assumed to occur randomly with time, the 
probability of such failures concurrently affecting parallel channels is low compared to the 
probability of a single channel failing. This probability can be calculated using well-
established techniques but the result may be very optimistic when the failures are not fully 
independent from each other. 

Dependent failures are traditionally split between (see reference [18] in the Bibliography): 
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− Common Cause Failure (CCF) causing multiple failures from a single shared cause. The 
multiple failures may occur simultaneous or over a period of time; 

− Common Mode Failures (CMF) which are a particular case of CCF in which multiple 
equipment items fail in the same mode; 

− Cascade failures which are propagating failures. 

The term CCF is often used to cover all kind of dependant failures as it is done in this annex. 
They are also split between 

− Dependent failures due to clear deterministic causes; 

− Residual potential multiple failure events not explicitly considered in the analysis because 
of not enough accuracy, no clear deterministic causes or impossibility to gather reliability 
data. 

The first one should be analysed, modelled and quantified in a conventional way and only the 
second ones should be handled as shown in this informative Annex D. Nevertheless, the 
systematic failures -which are perfect dependent failures not identified during the safety 
analysis (otherwise they would have been removed)- are handled in particular manner in this 
standard and this annex applies mainly for hardware random dependent failures. 

Therefore, common cause failures which result from a single cause, may affect more than one 
channel or more than one component. These may result from a systematic fault (for example, 
a design or specification mistake) or an external stress leading to an early random hardware 
failure (for example, an excessive temperature resulting from the random hardware failure of 
a common cooling fan, which accelerates the life of the components or takes them outside 
their specified operating environment) or, possibly, a combination of both. Because common 
cause failures are likely to affect more than one channel in a multi-channel system, the 
probability of common cause failure is likely to be the dominant factor in determining the 
overall probability of failure of a multi-channel system and if this is not taken into account a 
realistic estimate of the safety integrity level of the combined system is unlikely to be 
obtained. 

D.1.3 Defence against common cause failures 

Although common cause failures result from a single cause, they do not all manifest 
themselves necessarily simultaneously in all channels. For example, if a cooling fan fails, all 
of the channels of a multi-channel E/E/PE system could fail, leading to a common cause 
failure. However, all of the channels are unlikely to warm at the same rate or to have the 
same critical temperature. Therefore, failures occur at different times in the different 
channels. 

The architecture of programmable systems allows them to carry out internal diagnostic testing 
functions during their on-line operation. These can be employed in a number of ways, for 
example 

– a single channel PE system can continuously be checking its internal operation together 
with the functionality of the input and output devices. If designed from the outset, a test 
coverage in the region of 99 % is achievable (see [13] in the Bibliography). If 99 % of 
internal faults are revealed before they can result in a failure, the probability of single-
channel faults which can ultimately contribute to common cause failures is significantly 
reduced. 

– in addition to internal testing, each channel in a PE system can monitor the outputs of 
other channels in a multi-channel PE system (or each PE device can monitor another PE 
device in a multi-PE system). Therefore, if a failure occurs in one channel, this can be 
detected and a safe shut-down initiated by the one or more remaining channels that have 
not failed and are executing the cross-monitoring test. (It should be noted that cross-
monitoring is effective only when the state of the control system is continuously changing, 
for example the interlock of a frequently used guard in a cyclic machine, or when brief 
changes can be introduced without affecting the controlled function.) This cross-

BS EN 61508-6:2010

Li
ce

ns
ed

 C
op

y:
 S

ci
en

ce
 &

 T
ec

hn
ol

og
y 

F
ac

ili
tie

s 
C

ou
nc

il,
 2

5/
08

/2
01

0 
10

:1
5,

 U
nc

on
tr

ol
le

d 
C

op
y,

 (
c)

 B
S

I



 – 82 – 61508-6 © IEC:2010 

monitoring can be carried out at a high rate, so that, just before a non-simultaneous 
common cause failure, a cross-monitoring test is likely to detect the failure of the first 
channel to fail and is able to put the system into a safe state before a second channel is 
affected. 

In the case of the cooling fan example, the rate of temperature rise and the susceptibility of 
each channel are slightly different, resulting in the second channel failing possibly several 
tens of minutes after the first. This allows the diagnostic testing to initiate a safe shutdown 
before the second channel succumbs to the common cause fault. 

As a result of the above 

– PE-based systems have the potential to incorporate defences against common cause 
failures and, therefore, be less susceptible to them when compared to other technologies; 

– a different β-factor may be applicable to PE-based systems when compared to other 
technologies. Therefore, β-factor estimates based on historic data are likely to be invalid. 
(None of the existing investigated models used for estimating the probability of common 
cause failure allow for the effect of automatic cross-monitoring.) 

– because common cause failures that are distributed in time may be revealed by the 
diagnostic tests before they affect all channels, such failures may not be recognized or 
reported as being common cause failures. 

There are three avenues that can be taken to reduce the probability of potentially dangerous 
common cause failures. 

a) Reduce the number of random hardware and systematic failures overall. (This reduces the 
areas of the ellipses in Figure D.1 leading to a reduction in the area of overlap.) 

b) Maximize the independence of the channels (separation and diversity). (This reduces the 
amount of overlap between the ellipses in Figure D.1 whilst maintaining their area.) 

c) Reveal non-simultaneous common cause failures while only one, and before a second, 
channel has been affected, i.e. use diagnostic tests or proof test staggering. 

Failures of
channel 2

Failures of
channel 1

Common cause
failures

affecting both
channels

IEC   336/2000

 

Figure D.1 – Relationship of common cause failures 
to the failures of individual channels 
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With systems with more than two channels, the common cause failure may affect all channels 
or only multiple channels but not all depending on the source of the common mode. Thus the 
approach taken in this annex, according to the first method, is to calculate the β value based 
on a duplex system voting 1oo2 and then use a multiplying factor to the derived β depending 
on the total number of channels and the voting requirements. (see Table D.5). 

D.1.4 Approach adopted in the IEC 61508 series 

The IEC 61508 series is based on these three avenues and requires a threefold approach: 

a) Apply the techniques specified in IEC 61508-2/3 to reduce the overall probability of 
systematic failure to a level commensurate with the probability of random hardware 
failure. 

b) Quantify those factors that can be quantified, i.e. take into account the probability of 
random hardware failure, as specified in IEC 61508-2. 

c) Derive, by what is considered at the present time to be the best practicable means, a 
factor relating the probability of common cause failure of the hardware to the probability of 
random hardware failure. The methodology described in this annex relates to the 
derivation of this factor. 

Most methodologies for estimating the probability of common cause failures attempt to make 
their predictions from the probability of random hardware failure. Clearly, the justification for 
any direct relationship between these probabilities is tenuous, nevertheless, such a 
correlation has been found in practice and probably results from second-order effects. For 
example, the higher the probability of random hardware failure of a system 

– the higher the amount of maintenance required by the system. The probability of a 
systematic fault being introduced during maintenance depends on the number of times 
maintenance is carried out, and this also affects the rate of human errors leading to 
common cause failures. This leads to a relationship between the probability of random 
hardware failure and the probability of common cause failure. For example: 

−  a repair, followed by testing and, possibly, recalibration is required each time a 
random hardware failure occurs; 

−  for a given safety integrity level, a system with a higher probability of random 
hardware failure requires proof tests to be carried out more frequently and with greater 
depth/complexity, leading to additional human interference. 

– the more complex the system. The probability of random hardware failure depends on the 
number of components, and, hence, the complexity of a system. A complex system is less 
easily understood, so is more prone to the introduction of systematic faults. In addition, 
the complexity makes it difficult to detect the faults, by either analysis or test, and can 
lead to parts of the logic of a system not being exercised except in infrequent 
circumstances. Again, this leads to a relationship between the probability of random 
hardware failure and the probability of common cause failure. 

Several approaches are currently in use to handle CCF (β factor, multiple Greek letters, α 
factor, binomial failure rate ...) [20]. Two of the current models are proposed in this 
informative annex for the third part of the threefold approach already described. Despite the 
limitations, it is believed that they represent the best way forward at the present time to 
handle the probability of common cause failure: 

− the well-established β-factor model which is widely used and realistic to deal with multi-
channel system typically up to four dependent elements. 

− the binomial failure rate [21] (also known as the shock model) which can be used when 
the number of dependent elements is greater than four. 

The following two difficulties are faced when using the β-factor or the shock models on a 
E/E/PE system. 
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– What value should be chosen for the parameters? Many sources (for example reference 
[13]) suggest ranges within which the value of the β-factor is likely to occur but no actual 
value is given, leaving the user to make a subjective choice. To overcome this problem, 
the β-factor methodology in this annex is based on the system originally described in 
reference [14] and recently redefined in reference [15]. 

– Neither the β-factor nor the shock models take into account the sophisticated diagnostic 
testing capabilities of modern PE systems, which can be used to detect a non-
simultaneous common cause failure before it has had sufficient time to manifest itself 
fully. To overcome this deficiency, the approach described in references [14] and [15] has 
been modified to reflect the effect of diagnostic tests in the estimation of the likely value of 
β. 

The diagnostic testing functions running within a PE system are continuously comparing the 
operation of the PE system with predefined states. These states can be predefined in 
software or in hardware (for example, by a watchdog timer). Looked on in this way, the 
diagnostic testing functions may be thought of as an additional, and partially diverse, channel 
running in parallel with the PE system. 

Cross-monitoring between channels also can be carried out. For many years, this technique 
has been used in dual-channel interlocking systems based solely on relays. However, with 
relay technology, it is usually possible to carry out the cross-checks only when the channels 
change state, making such tests inappropriate for revealing non-simultaneous common cause 
failures where systems remain in the same (for example, ON) state for long periods. With PE 
system technology, cross-monitoring may be carried out with a high repetition frequency. 

D.2 Scope of the methodology 

The scope of the methodology is limited to common cause failures within hardware. The 
reasons for this include the following: 

– the β-factor and shock models relate the probability of common cause failure to the 
probability of random hardware failure. The probability of common cause failures which 
involve the system as a whole depends on the complexity of the system (possibly 
dominated by the user software) and not on the hardware alone. Clearly, any calculations 
based on the probability of random hardware failure cannot take into account the 
complexity of the software; 

– reporting of common cause failures is generally limited to hardware failures, the area of 
most concern to the manufacturers of the hardware; 

– it is not considered practicable to model systematic failures (for example software 
failures); 

– the measures specified in IEC 61508-3 are intended to reduce the probability of software-
related common cause failure to an acceptable level for the target safety integrity level. 

Therefore, the estimate of the probability of common cause failure derived by this 
methodology relates to only those failures associated with the hardware. It should NOT be 
assumed that the methodology can be used to obtain an overall failure rate which takes the 
probability of software-related failure into account. 

D.3 Points taken into account in the methodology 

Because sensors, logic subsystem and final elements are subject to, for example, different 
environmental conditions and diagnostic tests with varying levels of capability, the 
methodology should be applied to each of these subsystems separately. For example, the 
logic subsystem is more likely to be in a controlled environment, whereas the sensors may be 
mounted outside on pipework that is exposed to the elements. 
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Programmable electronic channels have the potential for carrying out sophisticated diagnostic 
testing functions. These can 

– have a high diagnostic coverage within the channels; 
– monitor additional redundancy channels; 
– have a high repetition rate; and 
– in an increasing number of cases, also monitor sensors and/or final elements. 

A large fraction of common cause failures do not occur concurrently in all of the affected 
channels. Therefore, if the repetition frequency of the diagnostic tests is sufficiently high, a 
large fraction of common cause failures can be revealed and, hence, avoided before they 
affect all available channels. 

Not all features of a multi-channel system, that has a bearing on its immunity to common 
cause failures, can be evaluated by diagnostic tests. However, those features relating to 
diversity or independence are made more effective. Any feature which is likely to increase the 
time between channel failures in a non-simultaneous common cause failure (or reduce the 
fraction of simultaneous common cause failures) increases the probability of the diagnostic 
tests detecting the failure and putting the plant into a safe state. Therefore, the features 
relating to immunity to common cause failures are divided into those whose effect is thought 
to be increased by the use of diagnostic tests and those whose effect is not. This leads to the 
two columns, X and Y respectively, in Table D.1. 

Although, for a three-channel system, the probability of common cause failures which affect 
all three channels is likely to be slightly lower than the probability of failures which affect two 
channels, it is assumed, in order to simplify the β-factor methodology, that the probability is 
independent of the number of affected channels, i.e. it is assumed that if a common cause 
failure occurs it affects all channels. An alternative method is the shock model. 

There is no known data on hardware-related common cause failures available for the 
calibration of the methodology. Therefore, the tables in this annex are based on engineering 
judgement. 

Diagnostic test routines are sometimes not regarded as having a direct safety role so may not 
receive the same level of quality assurance as the routines providing the main control 
functions. The methodology was developed on the presumption that the diagnostic tests have 
an integrity commensurate with the target safety integrity level. Therefore, any software-
based diagnostic test routines should be developed using techniques appropriate to the target 
safety integrity level. 

D.4 Using the β-factor to calculate the probability of failure in an E/E/PE 
safety-related system due to common cause failures 

Consider the effect of common cause failures on a multi-channel system with diagnostic tests 
running within each of its channels. 

Using the β-factor model, the common cause dangerous failure rate is: 

λ βD  

where  

λD is the random hardware dangerous failure rate for each individual channel and β is the β-
factor in the absence of diagnostic tests, i.e. the fraction of single-channel failures that affect 
all channels. 
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We now assume that common cause failures affect all channels, and that the span of time 
between the first channel and all channels being affected is small compared to the time 
interval between successive common cause failures. 

Suppose that there are diagnostic tests running in each channel which detect and reveal a 
fraction of the failures. We can divide all failures into two categories: those that lie outside the 
coverage of the diagnostic tests (and so can never be detected) and those that lie within the 
coverage (so would eventually be detected by the diagnostic tests). 

The overall failure rate due to dangerous common cause failures is then given by: 

DDDDU βλβλ +  

where 

–  λDU is the undetected dangerous failure rate of a single channel, i.e. the failure rate of 
the failures which lie outside the coverage of the diagnostic tests; clearly, any reduction in 
the β-factor resulting from the repetition rate of the diagnostic tests cannot affect this 
fraction of the failures; 

– β is the common cause failure factor for undetectable dangerous faults, which is equal to 
the overall β-factor that would be applicable in the absence of diagnostic testing; 

– λDD is the  detected dangerous failure rate of a single channel, i.e. the failure rate of the 
failures of a single channel that lie within the coverage of the diagnostic tests. If the 
repetition rate of the diagnostic tests is high, a fraction of the failures are revealed leading 
to a reduction in the value of β, i.e. βD; 

– βD is the common cause failure factor for detectable dangerous faults. As the repetition 
rate of the diagnostic testing is increased, the value of βD falls increasingly below β; 

– β is obtained from Table D.5 which uses the results of D.4, using a score, S X Y= + (see 
D.5); 

– βD is obtained from Table D.5 which uses the results of D.4, using a 
score, ( ) Y1ZXSD ++= . 

D.5 Using the tables to estimate β 

The β-factor should be calculated for the sensors, the logic subsystem and the final elements 
separately. 

In order to minimize the probability of occurrence of common cause failures, one should first 
establish which measures lead to an efficient defence against their occurrence. The 
implementation of the appropriate measures in the system lead to a reduction in the value of 
the β-factor used in estimating the probability of failure due to common cause failures. 

Table D.1 lists the measures and contains associated values, based on engineering 
judgement, which represent the contribution each measure makes in the reduction of common 
cause failures. Because sensors and final elements are treated differently to the 
programmable electronics, separate columns are used in the table for scoring the 
programmable electronics and the sensors or final elements. 

Extensive diagnostic tests may be incorporated into programmable electronic systems which 
allow the detection of non-simultaneous common cause failures. To allow diagnostic tests to 
be taken into account in the estimation of the β-factor, the overall contribution of each 
measure in Table D.1 is divided, using engineering judgement, into two sets of values, X 
and Y. For each measure, the X:Y ratio represents the extent to which the measure’s 
contribution against common clause failures can be improved by diagnostic testing. 

The user of Table D.1 should ascertain which measures apply to the system in question, and 
sum the corresponding values shown in each of columns XLS and YLS for the logic subsystem, 
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or XSF and YSF for the sensors or final elements, the sums being referred to as X and Y, 
respectively. 

Tables D.2 and D.3 may be used to determine a factor Z from the frequency and coverage of 
the diagnostic tests, taking into account the important Note 4 which limits when a non-zero 
value of Z should be used. The score S is then calculated using the following equations, as 
appropriate (see previous clause): 

– YXS +=  to obtain the value of β int (the β-factor for undetected failures); and 

– ( ) Y1ZXSD ++=  to obtain the value of βD int (the β-factor for detected failures). 

Here S or SD is a score which is used in Table D.4 to determine the appropriate β int -factor. 

βint and βD int are the values of the common cause failure prior to considering the effect of 
different degrees of redundancy. 
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Table D.1 – Scoring programmable electronics or sensors/final elements 

Item Logic 
subsystem 

Sensors and 
final elements 

 XLS YLS XSF YSF 
Separation/segregation 
Are all signal cables for the channels routed separately at all positions? 1,5 1,5 1,0 2,0 
Are the logic subsystem channels on separate printed-circuit boards? 3,0 1,0   
Are the logic subsystems physically separated in an effective manner? For example, in 
separate cabinets. 

2,5 0,5   

If the sensors/final elements have dedicated control electronics, is the electronics for each 
channel on separate printed-circuit boards? 

  2,5 1,5 

If the sensors/final elements have dedicated control electronics, is the electronics for each 
channel indoors and in separate cabinets? 

  2,5 0,5 

Diversity/redundancy 
Do the channels employ different electrical technologies 
for example, one electronic or programmable electronic and the other relay? 

8,0    

Do the channels employ different electronic technologies 
for example, one electronic, the other programmable electronic? 

6,0    

Do the devices employ different physical principles for the sensing elements 
for example, pressure and temperature, vane anemometer and Doppler transducer, etc? 

  9,0  

Do the devices employ different electrical principles/designs 
for example, digital and analogue, different manufacturer (not re-badged) or different 
technology? 

  6,5  

Is low diversity used, for example hardware diagnostic tests using the same technology? 2,0 1,0   
Is medium diversity used, for example hardware diagnostic tests using different technology? 3,0 2,0   
Were the channels designed by different designers with no communication between them 
during the design activities? 

1,5 1,5   

Are separate test methods and people used for each channel during commissioning? 1,0 0,5 1,0 2,0 
Is maintenance on each channel carried out by different people at different times? 3,0  3,0  
Complexity/design/application/maturity/experience 
Does cross-connection between channels preclude the exchange of any information other 
than that used for diagnostic testing or voting purposes? 

0,5 0,5 0,5 0,5 

Is the design based on techniques used in equipment that has been used successfully in 
the field for > 5 years? 

0,5 1,0 1,0 1,0 

Is there more than 5 years experience with the same hardware used in similar 
environments? 

1,0 1,5 1,5 1,5 

Is the system simple, for example no more than 10 inputs or outputs per channel?  1,0   
Are inputs and outputs protected from potential levels of over-voltage and over-current? 1,5 0,5 1,5 0,5 
Are all devices/components conservatively rated (for example, by a factor of 2 or more)? 2,0  2,0  
Assessment/analysis and feedback of data 
Have the results of the failure modes and effects analysis or fault-tree analysis been 
examined to establish sources of common cause failure and have predetermined sources of 
common cause failure been eliminated by design? 

 3,0  3,0 

Were common cause failures considered in design reviews with the results fed back into the 
design? (Documentary evidence of the design review activity is required.) 

 3,0  3,0 

Are all field failures fully analyzed with feedback into the design? (Documentary evidence of 
the procedure is required.) 

0,5 3,5 0,5 3,5 

Procedures/human interface 
Is there a written system of work to ensure that all component failures (or degradations) are 
detected, the root causes established and other similar items inspected for similar potential 
causes of failure? 

 1,5 0,5 1,5 

Are procedures in place to ensure that: maintenance (including adjustment or calibration) of 
any part of the independent channels is staggered, and, in addition to the manual checks 
carried out following maintenance, the diagnostic tests are allowed to run satisfactorily 
between the completion of maintenance on one channel and the start of maintenance on 
another? 

1,5 0,5 2,0 1,0 

Do the documented maintenance procedures specify that all parts of redundant systems 
(for example, cables, etc.) intended to be independent of each other, are not to be 
relocated? 

0,5 0,5 0,5 0,5 

Is all maintenance of printed-circuit boards, etc. carried out off-site at a qualified repair 
centre and have all the repaired items gone through a full pre-installation testing? 

0,5 1,0 0,5 1,5 

Does the system have low diagnostic coverage (60 % to 90 %) and report failures to the 
level of a field-replaceable module? 

0,5    

Does the system have medium diagnostics coverage (90 % to 99 %) and report failures to 
the level of a field-replaceable module? 

1,5 1,0   

Does the system have high diagnostics coverage (>99 %) and report failures to the level of 
a field-replaceable module? 

2,5 1,5   

Do the system diagnostic tests report failures to the level of a field-replaceable module?   1,0 1,0 
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Table D.1 (continued) 

Item Logic 
subsystem 

Sensors and 
final elements 

 XLS YLS XSF YSF 
Competence/training/safety culture 
Have designers been trained (with training documentation) to understand the causes and 
consequences of common cause failures? 

2,0 3,0 2,0 3,0 

Have maintainers been trained (with training documentation) to understand the causes and 
consequences of common cause failures? 

0,5 4,5 0,5 4,5 

Environmental control 
Is personnel access limited (for example locked cabinets, inaccessible position)? 0,5 2,5 0,5 2,5 
Is the system likely to operate always within the range of temperature, humidity, corrosion, 
dust, vibration, etc., over which it has been tested, without the use of external environmental 
control? 

3,0 1,0 3,0 1,0 

Are all signal and power cables separate at all positions? 2,0 1,0 2,0 1,0 
Environmental testing 
Has the system been tested for immunity to all relevant environmental influences (for 
example EMC, temperature, vibration, shock, humidity) to an appropriate level as specified 
in recognized standards? 

10,0 10,0 10,0 10,0 

NOTE 1 A number of the items relate to the operation of the system, which may be difficult to predict at design 
time. In these cases, the designers should make reasonable assumptions and subsequently ensure that the 
eventual user of the system is made aware of, for example, the procedures to be put in place in order to achieve 
the designed level of safety integrity. This could be by including the necessary information in the accompanying 
documentation. 

NOTE 2 The values in the X and Y columns are based on engineering judgement and take into account the 
indirect as well as the direct effects of the items in column 1. For example, the use of field-replaceable modules 
leads to 

– repairs being carried out by the manufacturer under controlled conditions instead of (possibly incorrect) repairs 
being made under less appropriate conditions in the field. This leads to a contribution in the Y column because 
the potential for systematic (and, hence, common cause) failures is reduced; 

– a reduction in the need for on-site manual interaction and the ability quickly to replace faulty modules, possibly 
on-line, so increasing the efficacy of the diagnostics for identifying failures before they become common-cause 
failures. This leads to a strong entry in the X column. 

 

Table D.2 – Value of Z – programmable electronics 

Diagnostic  Diagnostic test interval 
coverage Less than 1 min Between 1 min and 5 min Greater than 5 min 

≥ 99 % 2,0 1,0 0 
≥ 90 % 1,5 0,5 0 
≥ 60 % 1,0 0 0 

 

Table D.3 – Value of Z – sensors or final elements 

Diagnostic Diagnostic test interval 
coverage Less than 2 h Between 2 h and 

two days 
Between two days 

and one week 
Greater than one 

week 
≥ 99 % 2,0 1,5 1,0 0 
≥ 90 % 1,5 1,0 0,5 0 
≥ 60 % 1,0 0,5 0 0 

 

NOTE 1 The methodology is most effective if account is taken uniformly across the list of the categories in 
Table D.1. Therefore, it is strongly recommended that the total score in the X and Y columns for each category 
should be not less than the total score in the X and Y columns divided by 20. For example, if the total score (X + Y) 
is 80, none of the categories (for example, procedures/human interface) should have a total score (X + Y) of less 
than four. 

NOTE 2 When using Table D.1, take account of the scores for all items that apply. The scoring has been 
designed to allow for items which are not mutually exclusive. For example, a system with logic subsystem channels 
in separate racks is entitled to both the score for "Are the logic subsystem channels in separate cabinets?" and 
that for "Are the logic subsystem channels on separate printed-circuit boards?". 
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NOTE 3 If sensors or final elements are PE-based, they should be treated as part of the logic subsystem if they 
are enclosed within the same building (or vehicle) as the device that constitutes the major part of the logic 
subsystem, and as sensors or final elements if they are not so enclosed. 

NOTE 4 For a non-zero value of Z to be used, it should be ensured that the equipment under control is put into a 
safe state before a non-simultaneous common cause failure can affect all the channels. The time taken to assure 
this safe state should be less than the claimed diagnostic test interval. A non-zero value for Z can be used only if: 

– the system initiates an automatic shut-down on detection of a fault; or 

– a safe shut-down is not initiated after a first fault 9), but the diagnostic tests: 

– determine the locality of the fault and are capable of localizing the fault; and 

– continue to be capable of placing the EUC in a safe state after the detection of any subsequent faults; or 

– a formal system of work is in place to ensure that the cause of any revealed fault is fully investigated within the 
claimed diagnostic test interval; and 

– if the fault has the potential for leading to a common cause failure, the plant is immediately shut-down; or 

– the faulty channel is repaired within the claimed diagnostic test interval. 

NOTE 5 In the process industries, it is unlikely to be feasible to shut down the EUC when a fault is detected 
within the diagnostic test interval as described in Table D.2. This methodology should not be interpreted as a 
requirement for process plants to be shut down when such faults are detected. However, if a shut-down is not 
implemented, no reduction in the β-factor can be gained by the use of diagnostic tests for the programmable 
electronics. In some industries, a shut-down may be feasible within the described time. In these cases, a non-zero 
value of Z may be used. 

NOTE 6 Where diagnostic tests are carried out in a modular way, the repetition time used in Tables D.2 or D.3 is 
the time between the successive completions of the full set of diagnostic testing modules. The diagnostic coverage 
is the total coverage provided by all of the modules. 

Table D.4 – Calculation of β int or βD int 

Score (S or SD) Corresponding value of βint or βD int for the: 

 Logic subsystem Sensors or final 
elements 

120 or above 0,5 % 1 % 
70 to 120 1 % 2 % 
45 to 70 2 % 5 % 
Less than 45 5 % 10 % 
NOTE 1 The maximum levels of βD int shown in this table are lower than 
would normally be used, reflecting the use of the techniques specified 
elsewhere in this standard for the reduction in the probability of systematic 
failures as a whole, and of common cause failures as a result of this. 

NOTE 2 Values of βD int lower than 0,5 % for the logic subsystem and 1 % 
for the sensors would be difficult to justify. 

 

The β int derived from Table D.4 is the common cause failure associated with a 1oo2 system.  
For other levels of redundancy (MooN) this β int value will change as given in Table D.5 to 
yield the final value of β.   

Table D.5 can also be used to determine the final value of βD but where there is β int this can 
be substituted for βD int. 

NOTE 7 For related relevant information (on PDS method) see [25] in Bibliography 

————————— 
9) The operation of the system on the identification of a fault should be taken into account. For example, a 

simple 2oo3 system should be shut down (or repaired) within the times quoted in Tables D.2 or D.3, following 
the identification of a single failure. If this is not done, a failure of a second channel could result in the two 
failed channels outvoting the remaining (good) channel. A system which automatically reconfigures itself to 
1oo2 voting when one channel fails, and which automatically shuts down on the occurrence of a second 
failure, has an increased probability of revealing the fault in the second channel and so a non-zero value for Z 
may be claimed. 
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Table D.5 – Calculation of β for systems with levels of redundancy greater than 1oo2 

N MooN 

2 3 4 5 

1 β int 0,5 β int 0,3 β int 0,2 β int 

2 - 1,5 β int 0,6 β int 0,4 β int 

3 - - 1,75 β int 0,8 β int 

M 

4 - - - 2 βint 

 

D.6 Examples of the use of the β-factor methodology 

In order to demonstrate the effect of using the β-factor methodology, some simple examples 
have been worked through in Table D.6 for the programmable electronics. 

For categories not relating to diversity nor redundancy, typical values for X and Y were used. 
These were obtained by halving the maximum score for the category. 

In the diverse system examples, the values for the diversity/redundancy category are derived 
from the following properties considered in Table D.1: 

– one system is electronic, the other uses relay technology; 
– the hardware diagnostic tests use different technologies; 
– the different designers did not communicate during the design process; 
– different test methods and test personnel were used to commission the systems; and 
– maintenance is carried out by different people at different times. 

In the redundancy system examples, the values for the diversity/redundancy category are 
derived from the property that the hardware diagnostics are carried out by an independent 
system, which uses the same technology as the redundancy systems. 

For both the diverse and redundancy systems, a maximum and minimum value was used for 
Z, leading to four example systems in total. 
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Table D.6 – Example values for programmable electronics 

Category 
 

Diverse system 
with good 

diagnostic testing

Diverse system 
with poor 

diagnostic testing

Non Diverse 
system with good 
diagnostic testing 

Non Diverse 
system with poor 
diagnostic testing

Separation/segregation X 3,50 3,50 3,50 3,50 
 Y 1,50 1,50 1,50 1,50 
Diversity/redundancy X 14,50 14,50 2,00 2,00 
 Y 3,00 3,00 1,00 1,00 
Complexity/design/..... X 2,75 2,75 2,75 2,75 
 Y 2,25 2,25 2,25 2,25 
Assessment/analysis/.... X 0,25 0,25 0,25 0,25 
 Y 4,75 4,75 4,75 4,75 
Procedures/human interface X 3,50 3,50 3,50 3,50 
 Y 3,00 3,00 3,00 3,00 
Competence/training/... X 1,25 1,25 1,25 1,25 
 Y 3,75 3,75 3,75 3,75 
Environmental control X 2,75 2,75 2,75 2,75 
 Y 2,25 2,25 2,25 2,25 
Environmental test X 5,00 5,00 5,00 5,00 
 Y 5,00 5,00 5,00 5,00 
Diagnostic coverage Z 2,00 0,00 2,00 0,00 
Total X 33,5 33,5 21 21 
Total Y 25,5 25,5 23,5 23,5 
Score S 59 59 44,5 44,5 
β 2 % 2 % 5 % 5 % 
Score SD 126 59 86,5 44,5 
βD 0,5 % 2 % 1 % 5 % 
Diverse system 1002 (Table D.5) 
Non Diverse system is triplex 
with 2003 voting (Table D.5) 

0,5 % 2 %  
1,5 % 

 
7,5 % 

 

D.7 Binomial failure rate (Shock model) – CCF approach 

The common cause failure (CCF) field feedback shows that if numerous double failures, a few 
triple failures and perhaps one quadruple failure have been observed, no multiple failures 
beyond order four have ever been observed from an explicit single cause which could not 
have been identified during the safety analysis. Consequently, the probability of multiple 
dependent failures decreases when the order of the CCF increases. Therefore, if the β-factor 
model is realistic for double failures and slightly pessimistic for triple failures it becomes much 
too conservative for quadruple failures and beyond.  Let us consider the typical example of a 
safety instrumented system which closes the n production wells (e.g. n=150) of an oil field 
when a blocked outlet is occurring. Of course 2, 3 or even 4 wells may fail to close due to a 
non explicit CCF but not the n wells as modelled by the β-factor (otherwise the CCF would be 
explicit and should be analysed as an individual failure). Another typical example occurs when 
dealing with several safety layers at the same time. Considering, for example, the potential 
CCF between sensors of two protection layers may imply to consider the CCFs between six 
sensors (i.e. 3 sensors for each layer). 

Several models have been proposed [18] to deal with this difficulty but most of them require 
so many reliability parameters (e.g. multiple Greek letters or α-models) that they become 
unrealistic. Among them, the binomial failure rate (Shock model) introduced by Vesely in 1977 
and improved by Atwood in 1986 provides a pragmatic solution [18, 19]. The principle is that 
when a CCF occurs, it is similar to a shock on the related components. This shock may be 
lethal (i.e. same impact as in the β-factor model) or non-lethal and in this case there is only a 
certain probability that a given component fails due to the shock. Then the probability of 
having k failures due to the non-lethal shock is binomially distributed. 
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This model needs only 3 parameters to be implemented: 

− ω lethal shock rate; 

− ρ non-lethal shock rate; 

− γ conditional probability of failure of a component given a non-lethal shock. 

Figure D.2 gives an example on implementing this method when using a fault tree. 
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Figure D.2 – Implementing shock model with fault trees 

Identical components can be linked to the β-factor model by splitting β in two parts βL and 
βNL: 

− β = βL+βNL 

− failure rate due to lethal shock:   λDU×βL 

− failure rate due to non lethal shock:  λDU×βNL 

− independent failure rate:    λDU[1 - (βL+βNL)] 

In the fault tree represented in Figure D.2, this becomes: 

− lethal shock rate:   ω = λDU×βL 

− non-lethal shock rate :  ρ = λDU×βNL/γ 

As usual, the main problem is to evaluate the values of the three parameters (ω, ρ, γ) or (βL, 
βNL, γ)  Reference [19] gives some indications and provides other references about the 
statistical treatments allowing to evaluate(ω, ρ, γ) from field feedback. 

If no data are available the engineering judgement can be used through pragmatic 
approaches. For example the following procedure may be used with fault tree modelling when 
there are more than 3 similar items: 

1) estimate β as in the β-factor method; 

2) consider that βL is negligible (βNL = β); 
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3) estimate γ in order to be sure to obtain conservative results. Considered that double 
failures have at least an impact 10 times higher than the quadruple failure (hypothesis 
which is certainly conservative), the following formula may be used:  

4
N

2
N

C10
C
.

=γ  

where 
N  is the number of similar items; 
CN

2 is the number of potential double failures; and  
CN

4 is the number of potential quadruple failures 

4) calculate ρ in function of the number N of similar items: 

33
N

22
N

DU

CC γγ
βλρ

+
=  

In this method of working, the top contributors are double and triple failures and the results 
are conservative compared to the results obtained with the β factor method with only 3 
components. The CCF double and triple failures are taken under consideration properly and 
unrealistic multiple failures are not completely neglected. 

This model is very easily implemented into fault tree calculation models like those presented 
in Annex B, e.g. fault trees in B.4.3. This allows handling safety systems comprising a lot of 
similar components in a very simple and easy way. 

D.8 References 

References [13] to [15] and [20] and [21] in the Bibliography provide useful information 
relating to common cause failures. 
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Annex E  
(informative) 

 
Example applications of software safety 

integrity tables of IEC 61508-3 
 

E.1 General 

This annex gives two worked examples in the application of the software safety integrity 
tables specified in Annex A of IEC 61508-3: 

a) safety integrity level 2: a programmable electronic safety-related system required for a 
process within a chemical plant; 

b) safety integrity level 3: a shut-down application based on a high-level language.  

These examples illustrate how software development techniques might be selected in 
particular circumstances from the tables of Annexes A and B of IEC 61508-3. 

It should be emphasized that these illustrations are not definitive applications of the standard 
to these examples. IEC 61508-3 states clearly at several points that given the large number of 
factors that affect software systematic capability, it is not possible to give an algorithm for 
combining the techniques and measures that will be correct for any given application.  

For a real system, all the entries in the tables should be supported by documented 
justification that the comments made are correct and that they represent an appropriate 
response for the particular system and application. This justification is likely to be assisted by 
referring to the guidance of IEC 61508-3 Annex C which discusses the desirable properties 
which, if achieved in the appropriate lifecycle phase, may convincingly justify confidence that 
the eventual software has sufficient systematic safety integrity. 

E.2 Example for safety integrity level 2 

This example is a safety integrity level 2 programmable electronic safety-related system 
required for a process within a chemical plant. The programmable electronic safety-related 
system utilizes ladder logic for the application program, and is an illustration of limited 
variability language application programming. 

The application consists of several reactor vessels linked by intermediate storage vessels 
which are filled with inert gas at certain points in the reaction cycle to suppress ignition and 
explosions. The programmable electronic safety-related system functions include: receiving 
inputs from the sensors; energizing and interlocking the valves, pumps and actuators; 
detecting dangerous situations and activating the alarm; interfacing to a distributed control 
system, as required by the safety requirements specification. 

Assumptions: 

– the programmable electronic safety-related system controller is a PLC; 
– the hazard and risk analysis has established that a programmable electronic safety-related 

system is required, and that safety integrity level 2 is required in this application (by the 
application of IEC 61508-1 and IEC 61508-2); 

– although the controller operates in real time, only a relatively slow response is needed; 
– there are interfaces to a human operator and to a distributed control system; 
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– the source code of the system software and the design of the programmable electronics of 
the PLC is not available for examination, but has been qualified against IEC 61508-3 to 
safety integrity level 2; 

– the language used for application programming is ladder logic, produced using the PLC 
supplier's development system; 

– the application code is required to run on only a single type of PLC; 
– the whole of the software development was reviewed by a person independent of the 

software team; 
– a person independent of the software team witnessed and approved the validation testing; 
– modifications (if needed) require authorization by a person independent of the software 

team. 

NOTE 1 For the definition of an independent person, see IEC 61508-4. 

NOTE 2 See the notes to 7.4.2, 7.4.3, 7.4.4 and 7.4.5 of IEC 61508-3 for information on the division of 
responsibility between the PLC supplier and user when limited variability programming is used. 

The following tables show how Annex A of IEC 61508-3 may be interpreted for this 
application. 

Table E.1 – Software safety requirements specification  

(See 7.2 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1a Semi-formal methods Table B.7 R Cause-effect diagrams, sequence diagrams, 
function blocks. Typically used for PLC application 
software requirements specification 

1b Formal methods  B.2.2, 
C.2.4 

R Not used for limited variability programming 

2 Forward traceability between the 
system safety requirements and 
the software safety requirements 

C.2.11 R Check completeness: review to ensure that all 
system safety requirements are addressed by 
software safety requirements 

3 Backward traceability between 
the safety requirements and the 
perceived safety needs 

C.2.11 R Minimise complexity and functionality: review to 
ensure that all software safety requirements are 
actually needed to address system safety 
requirements 

4 Computer-aided specification 
tools to support appropriate 
techniques/measures above 

B.2.4 R Development tools supplied by the PLC 
manufacturer 

NOTE 1 In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

NOTE 2 The software safety requirements were specified in natural language. 
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 Table E.2 – Software design and development –  
software architecture design  

(see 7.4.3 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Fault detection  C.3.1 R Checking of data range, watch-dog timer, I/O, 
communication. Raise an alarm if errors (see 3a) 

2 Error detecting codes  C.3.2 R Embedded with user options - careful selection 
required 

3a Failure assertion programming C.3.3 R Dedicate some PLC program ladder logic to test 
certain essential safety conditions (see 1) 

3b Diverse monitor techniques (with 
independence between the 
monitor and the monitored 
function in the same computer) 

C.3.4 R Not preferred: increased software complexity to 
guarantee independence. 

3c Diverse monitor techniques (with 
separation between the monitor 
computer and the monitored 
computer) 

C.3.4 R Check legal I/O combinations in an independent 
hardware safety monitor  

3d Diverse redundancy, 
implementing the same software 
safety requirements specification 

C.3.5 --- Not preferred: insufficient increased safety benefit 
over 3c. 

3e Functionally diverse redundancy, 
implementing different software 
safety requirements specification  

C.3.5 --- Not preferred: substantially achieved by 3c. 

3f Backward recovery C.3.6 R Embedded with user options – careful selection 
required 

3g Stateless software design (or 
limited state design) 

C.2.12 --- Not used. Process control needs states to 
memorise plant condition. 

4a Re-try fault recovery 
mechanisms 

C.3.7 R Used as required by the application (see 2 and 3c) 

4b Graceful degradation  C.3.8 R Not used for limited variability programming 

5 Artificial intelligence - fault 
correction 

C.3.9 NR Not used for limited variability programming 

6 Dynamic reconfiguration C.3.10 NR Not used for limited variability programming 

7 Modular approach  Table B.9 HR  

8 Use of trusted/verified software 
elements (if available) 

C.2.10 HR Pre-existing code from earlier projects  

9 Forward traceability between the 
software safety requirements 
specification and software 
architecture 

C.2.11 R Check completeness: review to ensure that all 
software safety requirements are addressed by the 
software architecture 

10 Backward traceability between 
the software safety requirements 
specification and software 
architecture 

C.2.11 R Minimise complexity and functionality: review to 
ensure that all architecture safety requirements are 
actually needed to address software safety 
requirements 

11a Structured diagrammatic 
methods   

C.2.1 HR Data flow methods and data logic tables may be 
used for representing at least the design 
architecture 

11b Semi-formal methods   Table B.7 R May be used for DCS interface 

11c Formal design and refinement 
methods   

B.2.2,  
C.2.4 

R Rarely used for limited variability programming 

11d Automatic software generation   C.4.6 R Not used for limited variability programming 

12 Computer-aided specification 
and design tools 

B.2.4 R Development tools supplied by the PLC 
manufacturer 
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Technique/Measure  Ref. SIL 2 Interpretation in this application 

13a Cyclic behaviour, with 
guaranteed maximum cycle time 

C.3.11 HR Not used. Hardware monitoring of PLC cycle time. 

13b Time-triggered architecture C.3.11 HR Not used. Hardware monitoring of PLC cycle time. 

13c Event-driven, with guaranteed 
maximum response time 

C.3.11 HR Not used. Hardware monitoring of PLC cycle time. 

14 Static resource allocation C.2.6.3 R Not used. Dynamic resources issues do not arise in 
limited variability programming 

15 Static synchronisation of access 
to shared resources 

C.2.6.3 --- Not used. Dynamic resources issues do not arise in 
limited variability programming 

NOTE 1 In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

NOTE 2 It is impractical to implement some of the above techniques in limited variability programming. 

 

Table E.3 – Software design and development – 
support tools and programming language  

(See 7.4.4 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Suitable programming language C.4.5 HR Usually ladder, and often the proprietary variety of 
the PLC supplier 

2 Strongly typed programming 
language 

C.4.1 HR Not used. Use PLC-oriented structured text (see 
[16] in the Bibliography) 

3 Language subset C.4.2 --- Beware of complex "macro" instructions, interrupts 
which alter PLC scan cycle, etc. 

4a Certified tools and certified 
translators 

C.4.3 HR Available from some PLC manufacturers 

4b Tools and translators: increased 
confidence from use 

C.4.4 HR PLC supplier's development kit; in-house tools 
developed over several projects 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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Table E.4 – Software design and development –  
detailed design  

(See 7.4.5 and 7.4.6 of IEC 61508-3) 
(Includes software system design, software module design and coding) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1a Structured methods   C.2.1 HR Not used for limited variability programming 

1b Semi-formal methods   Table B.7 HR Cause-effect diagrams, sequence diagrams, 
function blocks. Typical for limited variability 
programming 

1c Formal design and refinement 
methods   

B.2.2,  
C.2.4 

R Not used for limited variability programming 

2 Computer-aided design tools B.3.5 R Development tools supplied by the PLC 
manufacturer 

3 Defensive programming C.2.5 R Included in the system software 

4 Modular approach Table B.9 HR Order and group the PLC program ladder logic to 
maximize its modularity with respect to the 
functions required 

5 Design and coding standards C.2.6 
Table B.1 

HR In-house conventions for documentation and 
maintainability 

6 Structured programming C.2.7 HR Similar to modularity in this context 

7 Use of trusted/verified software 
elements (if available) 

C.2.10 HR Function blocks, part programs 

8 Forward traceability between the 
software safety requirements 
specification and software design 

C.2.11 R Check completeness: review to ensure that all 
software safety requirements are addressed by the 
software design 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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Table E.5 – Software design and development – 
software module testing and integration  

(See 7.4.7 and 7.4.8 of IEC 61508-3) 

Technique/Measure Ref. SIL 2 Interpretation in this application 

1 Probabilistic testing C.5.1 R Not used for limited variability programming 

2 Dynamic analysis and testing B.6.5 
Table B.2 

HR Used 

3 Data recording and analysis C.5.2 HR Records of test cases and results 

4 Functional and black box testing B.5.1 
B.5.2 
Table B.3 

HR Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
boundary value analysis, and input partitioning 

5 Performance testing Table B.6 R Not used for limited variability programming 

6 Model based testing C.5.27 R Not used for limited variability programming 

7 Interface testing C.5.3 R Included in functional and black-box testing 

8 Test management and 
automation tools 

C.4.7 HR Development tools supplied by the PLC 
manufacturer 

9 Forward traceability between the 
software design specification and 
the module and integration test 
specifications 

C.2.11 R Check completeness: review to ensure that an 
adequate test is planned to examine the 
functionality of all modules and their integration 
with appropriately related modules. 

10 Formal verification C.5.12 --- Not used for limited variability programming 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.6 – Programmable electronics integration (hardware and software)  

(See 7.5 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Functional and black box testing B.5.1 
B.5.2 
Table B.3 

HR Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
boundary value analysis, and input partitioning 

2 Performance testing Table B.6 R When the PLC system is assembled for factory 
acceptance test 

3 Forward traceability between the 
system and software design 
requirements for 
hardware/software integration 
and the hardware/software 
integration test specifications 

C.2.11 R Review to ensure that the hardware/software 
integration tests are adequate 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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Table E.7 – Software aspects of system safety validation  

(See 7.7 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Probabilistic testing C.5.1 R Not used for limited variability programming 

2 Process simulation C.5.18 R Not used for limited variability programming, but 
becoming more commonly used in PLC systems 
development 

3 Modelling Table B.5 R Not used for limited variability programming, but 
becoming more commonly used in PLC systems 
development 

4 Functional and black-box testing B.5.1 
B.5.2 
Table B.3 

HR Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
boundary value analysis, and input partitioning 

5 Forward traceability between the 
software safety requirements 
specification and the software 
safety validation plan 

C.2.11 R Check completeness: review to ensure that 
adequate software validation tests are planned to 
address the software safety requirements  

6 Backward traceability between 
the software safety validation 
plan and the software safety 
requirements specification  

C.2.11 R Minimise complexity: review to ensure that all 
validation tests are relevant. 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.8 – Software modification  

(See 7.8 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Impact analysis C.5.23 HR An impact analysis is carried out to consider how 
the effect of the proposed changes is limited by the 
modularity of the overall system 

2 Reverify changed software module C.5.23 HR Repeat earlier tests 

3 Reverify affected software modules C.5.23 HR Repeat earlier tests 

4a Revalidate complete system Table A.7 R Impact analysis showed that the modification is 
necessary, so revalidation is done as required 

4b Regression validation C.5.25 HR  

5 Software configuration 
management 

C.5.24 HR Baselines, records of changes, impact on other 
system requirements 

6 Data recording and analysis C.5.2 HR Records of test cases and results 

7 Forward traceability between the 
Software safety requirements 
specification and the software 
modification plan (including 
reverification and revalidation) 

C.2.11 R Adequate modification procedures to achieve the 
software safety requirements  

8 Backward traceability between the 
software modification plan 
(including reverification and 
revalidation)and the Software 
safety requirements specification  

C.2.11 R Adequate modification procedures to achieve the 
software safety requirements  

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to descriptions 
of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of techniques in 
IEC 61508-3 Annexes A and B. 
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Table E.9 – Software verification  

(See 7.9 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Formal proof C.5.12 R Not used for limited variability programming 

2 Animation of specification and 
design 

C.5.26 R  

3 Static analysis B.6.4 
Table B.8 

HR Clerical cross-referencing of usage of variables, 
conditions, etc. 

4 Dynamic analysis and testing B.6.5 
Table B.2 

HR Automatic test harness to facilitate regression 
testing 

5 Forward traceability between the 
software design specification and 
the software verification (including 
data verification) plan 

C.2.11 R Check completeness: review to ensure adequate 
test of functionality. 

6 Backward traceability between the 
software verification (including 
data verification)  plan and the 
software design specification  

C.2.11 R Minimise complexity: review to ensure that all 
verification tests are relevant. 

7 Offline numerical analysis C.2.13 R Not used. The numerical stability of calculations is 
not a major concern here 

Software module testing and integration See Table E.5 of this standard 

Programmable electronics integration 
testing 

See Table E.6 of this standard 

Software system testing (validation) See Table E.7 of this standard 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to descriptions 
of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of techniques in 
IEC 61508-3 Annexes A and B. 

 

Table E.10 – Functional safety assessment  

(see Clause 8 of IEC 61508-3) 

Technique/Measure  Ref. SIL 2 Interpretation in this application 

1 Checklists B.2.5 R Used 

2 Decision/truth tables C.6.1 R Used to a limited degree 

3 Failure analysis Table 
B.4 

R Cause-consequence diagrams at system level, but 
otherwise, failure analysis is not used for limited 
variability programming 

4 Common cause failure analysis of 
diverse software (if diverse 
software is actually used) 

C.6.3 R Not used for limited variability programming 

5 Reliability block diagram C.6.4 R Not used for limited variability programming 

6 Forward traceability between the 
requirements of Clause 8 and the 
plan for software functional safety 
assessment 

C.2.11 R Check completeness of coverage of the functional 
safety assessment 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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E.3 Example for safety integrity level 3 

This second example is a shut-down application based on a high-level language, of safety 
integrity level 3. 

The software system is relatively large in terms of safety systems; more than 30 000 lines of 
source code are developed specifically for the system. Also, the usual intrinsic functions are 
used – at least two diverse operating systems and pre-existing code from earlier projects 
(proven in use). In total, the system constitutes more than 100 000 lines of source code, if it 
were available as such. 

The whole hardware (including sensors and actuators) is a dual-channel system with its 
outputs to the final elements connected as a logical AND. 

Assumptions: 

– although fast response is not required a maximum response time is guaranteed; 
– there are interfaces to sensors, actuators and annunciators to human operators; 
– the source code of the operating systems, graphic routines and commercial mathematical 

routines is not available; 
– the system is very likely to be subject to later changes; 
– the specifically developed software uses one of the common procedural languages; 
– it is partially object oriented; 
– all parts for which source code is not available are implemented diversely, with the 

software components being taken from different suppliers and their object code generated 
by diverse translators; 

– the software runs on several commercially available processors that fulfil the requirements 
of IEC 61508-2; 

– all requirements of IEC 61508-2 for control and avoidance of hardware faults are fulfilled 
by the embedded system; and 

– the software development was assessed by an independent organization. 

NOTE For the definition of an independent organization, see IEC 61508-4. 

The following tables show how the annex tables of IEC 61508-3 may be interpreted for this 
application. 
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Table E.11 – Software safety requirements specification  

(See 7.2 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1a Semi-formal methods Table B.7 HR Block diagrams, sequence diagrams, state 
transition diagrams 

1b Formal methods  B.2.2, 
C.2.4 

R Only exceptionally 

2 Forward traceability between the 
system safety requirements and 
the software safety requirements 

C.2.11 HR Check completeness: review to ensure that all 
system safety requirements are addressed by 
software safety requirements 

3 Backward traceability between 
the safety requirements and the 
perceived safety needs 

C.2.11 HR Minimise complexity and functionality: review to 
ensure that all software safety requirements are 
actually needed to address system safety 
requirements 

4 Computer-aided specification 
tools to support appropriate 
techniques/measures above 

B.2.4 HR Tools supporting the chosen methods 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.12 – Software design and development –  
software architecture design  

(see 7.4.3 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Fault detection  C.3.1 

 

HR Used as far as dealing with sensor, actuator and 
data transmission failures and which are not 
covered by the measures within the embedded 
system according to the requirements of 
IEC 61508-2 

2 Error detecting codes  C.3.2 R Only for external data transmissions 

3a Failure assertion programming C.3.3 R Results of the application functions are checked for 
validity 

3b Diverse monitor techniques (with 
independence between the 
monitor and the monitored 
function in the same computer) 

C.3.4 R Not preferred: increased software complexity to 
guarantee independence. 

3c Diverse monitor techniques (with 
separation between the monitor 
computer and the monitored 
computer) 

C.3.4 R Used for some safety related functions where 3a is 
not used 

3d Diverse redundancy, 
implementing the same software 
safety requirements specification 

C.3.5 --- Used for some functions where source code is not 
available 

3e Functionally diverse redundancy, 
implementing different software 
safety requirements specification  

C.3.5 R Not preferred: substantially achieved by 3c. 

3f Backward recovery C.3.6 --- Not used 

3g Stateless software design (or 
limited state design) 

C.2.12 R Not used. A controlled shutdown needs states to 
memorise plant condition. 

4a Re-try fault recovery 
mechanisms 

C.3.7 --- Not used 

4b Graceful degradation  C.3.8 HR Yes, because of the nature of the technical process
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Technique/Measure  Ref. SIL 3 Interpretation in this application 

5 Artificial intelligence - fault 
correction 

C.3.9 NR Not used 

6 Dynamic reconfiguration C.3.10 NR Not used 

7 Modular approach  Table B.9 HR Needed because of the size of the system 

8 Use of trusted/verified software 
elements (if available) 

C.2.10 HR pre-existing code from earlier projects  

9 Forward traceability between the 
software safety requirements 
specification and software 
architecture 

C.2.11 HR Review to ensure that all software safety 
requirements are addressed by the software 
architecture 

10 Backward traceability between 
the software safety requirements 
specification and software 
architecture 

C.2.11 HR Minimise complexity and functionality: review to 
ensure that all architecture safety requirements are 
actually needed to address software safety 
requirements 

11a Structured diagrammatic 
methods   

C.2.1 HR Needed because of the size of the system 

11b Semi-formal methods   Table B.7 HR Block diagrams, sequence diagrams, state 
transition diagrams 

11c Formal design and refinement 
methods   

B.2.2,  
C.2.4 

R Not used 

11d Automatic software generation   C.4.6 R Not used. Avoid translator/generator uncertainty. 

12 Computer-aided specification 
and design tools 

B.2.4 HR Tools supporting the chosen method 

13a Cyclic behaviour, with 
guaranteed maximum cycle time 

C.3.11 HR Not used 

13b Time-triggered architecture C.3.11 HR Not used 

13c Event-driven, with guaranteed 
maximum response time 

C.3.11 HR Not used 

14 Static resource allocation C.2.6.3 HR Not used. Choose programming language to avoid 
dynamic resources issues 

15 Static synchronisation of access 
to shared resources 

C.2.6.3 R Not used. Choose programming language to avoid 
dynamic resources issues 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 
Table E.13 – Software design and development – 

support tools and programming language  

(See 7.4.4 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Suitable programming language C.4.5 HR Full variability high-level language selected 

2 Strongly typed programming 
language 

C.4.1 HR Used 

3 Language subset C.4.2 HR Defined subset for the selected language 

4a Certified tools and certified 
translators 

C.4.3 HR Not available 

4b Tools and translators: increased 
confidence from use 

C.4.4 HR Available, and used 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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Table E.14 – Software design and development –  
detailed design  

(See 7.4.5 and 7.4.6 of IEC 61508-3) 
(Includes software system design, software module design and coding) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1a Structured methods   C.2.1 HR Widely used. In particular, SADT and JSD 

1b Semi-formal methods   Table B.7 HR Finite state machines/state transition diagrams, 
block diagrams, sequence diagrams 

1c Formal design and refinement 
methods   

B.2.2,  
C.2.4 

R Only exceptionally, for some very basic 
components only 

2 Computer-aided design tools B.3.5 HR Used for the selected methods 

3 Defensive programming C.2.5 HR All measures except those which are automatically 
inserted by the compiler are explicitly used in 
application software where they are effective 

4 Modular approach Table B.9 HR Software module size limit, information 
hiding/encapsulation, one entry/one exit point in 
subroutines and functions, fully defined interface, 
... 

5 Design and coding standards C.2.6 
Table B.1 

HR Use of coding standard, no dynamic objects, no 
dynamic variables, limited use of interrupts, limited 
use of pointers, limited use of recursion, no 
unconditional jumps, ... 

6 Structured programming C.2.7 HR Used 

7 Use of trusted/verified software 
elements (if available) 

C.2.10 HR Available, and used 

8 Forward traceability between the 
software safety requirements 
specification and software design 

C.2.11 HR Review to ensure that all software safety 
requirements are addressed by the software design

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.15 – Software design and development – 
software module testing and integration  

(See 7.4.7 and 7.4.8 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Probabilistic testing C.5.1 R Used for software modules where no source code 
available and the definition of boundary values and 
equivalence classes for test data is difficult 

2 Dynamic analysis and testing B.6.5 
Table B.2 

HR Used for software modules where source code is 
available. 

Test cases from boundary value analysis, 
performance modelling, equivalence classes and 
input partitioning, structure-based testing 

3 Data recording and analysis C.5.2 HR Records of test cases and results 

4 Functional and black box testing B.5.1 
B.5.2 
Table B.3 

HR Used for software module testing where no source 
code is available and for integration testing. 

Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
prototyping, boundary value analysis, equivalence 
classes and input partitioning 
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Technique/Measure  Ref. SIL 3 Interpretation in this application 

5 Performance testing Table B.6 HR Used during integration testing on the target 
hardware 

6 Model based testing C.5.27 HR Not used  

7 Interface testing C.5.3 HR Included in functional and black-box testing 

8 Test management and 
automation tools 

C.4.7 HR Used where available 

9 Forward traceability between the 
software design specification and 
the module and integration test 
specifications 

C.2.11 HR Review to ensure that the integration tests are 
sufficient 

10 Formal verification C.5.12 R Not used 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.16 – Programmable electronics integration (hardware and software)  

(See 7.5 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Functional and black box testing B.5.1 
B.5.2 
Table B.3 

HR Used as additional tests to software integration 
testing (see Table E.15 above) 

Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
prototyping, boundary value analysis, equivalence 
classes and input partitioning 

2 Performance testing Table B.6 HR Extensively used 

3 Forward traceability between the 
system and software design 
requirements for 
hardware/software integration 
and the hardware/software 
integration test specifications 

C.2.11 HR Review to ensure that the integration tests are 
sufficient 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 
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Table E.17 – Software aspects of system safety validation  

(See 7.7 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Probabilistic testing C.5.1 R Not used for validation 

2 Process simulation C.5.18 HR Finite state machines, performance modelling, 
prototyping and animation 

3 Modelling Table B.5 HR Not used for validation 

4 Functional and black-box testing B.5.1 
B.5.2 
Table B.3 

HR Input data is selected to exercise all specified 
functional cases, including error handling. Test 
cases from cause consequence diagrams, 
boundary value analysis, and input partitioning 

5 Forward traceability between the 
software safety requirements 
specification and the software 
safety validation plan 

C.2.11 HR Check completeness: review to ensure that all 
software safety requirements are addressed by the 
validation plan 

6 Backward traceability between 
the software safety validation 
plan and the software safety 
requirements specification  

C.2.11 HR Minimise complexity: review to ensure that all 
validation tests are relevant 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to 
descriptions of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of 
techniques in IEC 61508-3 Annexes A and B. 

 

Table E.18 – Modification  

(See 7.8 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Impact analysis C.5.23 HR Used 

2 Reverify changed software module C.5.23 HR Used 

3 Reverify affected software modules C.5.23 HR Used 

4a Revalidate complete system Table A.7 HR Depends on the result of the impact analysis 

4b Regression validation C.5.25 HR Used 

5 Software configuration 
management 

C.5.24 HR Used 

6 Data recording and analysis C.5.2 HR Used 

7 Forward traceability between the 
Software safety requirements 
specification and the software 
modification plan (including 
reverification and revalidation) 

C.2.11 HR Check completeness: review to ensure that the 
modification procedures are adequate to achieve 
the software safety requirements  

8 Backward traceability between the 
software modification plan 
(including reverification and 
revalidation)and the software 
safety requirements specification  

C.2.11 HR Minimise complexity: review to ensure that all 
modification procedures are necessary 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to descriptions 
of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of techniques in 
IEC 61508-3 Annexes A and B. 
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Table E.19 – Software verification  

(See 7.9 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Formal proof C.5.12 R Only exceptionally, for some very basic classes 
only 

2 Animation of specification and 
design 

C.5.26 R Not used 

3 Static analysis B.6.4 

Table B.8 

C.5.14 

HR For all newly developed code. 

Boundary value analysis, checklists, control flow 
analysis, data flow analysis, Fagan inspections, 
design reviews 

4 Dynamic analysis and testing B.6.5 
Table B.2 

HR For all newly developed code 

5 Forward traceability between the 
software design specification and 
the software verification (including 
data verification) plan 

C.2.11 HR Check completeness: review to ensure that the 
modification procedures are adequate for the 
software safety requirements 

6 Backward traceability between the 
software verification (including 
data verification)  plan and the 
software design specification  

C.2.11 HR Minimise complexity: review to ensure that all 
modification procedures are necessary 

7 Offline numerical analysis C.2.13 HR Not used. The numerical stability of calculations is 
not a major concern here 

Software module testing and integration See Table E.15 of this standard 

Programmable electronics integration 
testing 

See Table E.16 of this standard 

Software system testing (validation) See Table E.17 of this standard 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to descriptions 
of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of techniques in 
IEC 61508-3 Annexes A and B. 

 
Table E.20 – Functional safety assessment  

(see Clause 8 of IEC 61508-3) 

Technique/Measure  Ref. SIL 3 Interpretation in this application 

1 Checklists B.2.5 R Used 

2 Decision/truth tables C.6.1 R Used, to a limited degree 

3 Failure analysis Table B.4 HR Fault-tree analysis is extensively used, and 
cause consequence diagrams are used to a 
limited degree 

4 Common cause failure analysis of 
diverse software (if diverse software 
is actually used) 

C.6.3 HR Used 

5 Reliability block diagram C.6.4 R Used 

6 Forward traceability between the 
requirements of Clause 8 and the 
plan for software functional safety 
assessment 

C.2.11 HR Check completeness of coverage of the 
functional safety assessment 

NOTE In the reference columns (entitled Ref), the informative references “B.x.x.x”, “C.x.x.x” refer to descriptions 
of techniques in IEC 61508-7 Annexes B and C, while “Table A.x”, “Table B.x” refer to tables of techniques in 
IEC 61508-3 Annexes A and B. 
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