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Foreword
This ASTM Manual on Presentation of Data and Control Chart Analysis is the eighth edition of the ASTM
Manual on Presentation of Data first published in 1933. This revision was prepared by the ASTM E11.30 Sub-
committee on Statistical Quality Control, which serves the ASTM Committee E11 on Quality and Statistics.
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Preface
This Manual on the Presentation of Data and Control Chart Analysis (MNL 7) was prepared by ASTM’s Committee E11
on Quality and Statistics to make available to the ASTM membership, and others, information regarding statistical and
quality control methods and to make recommendations for their application in the engineering work of the Society.
The quality control methods considered herein are those methods that have been developed on a statistical basis to con-
trol the quality of product through the proper relation of specification, production, and inspection as parts of a con-
tinuing process.

The purposes for which the Society was founded—the promotion of knowledge of the materials of engineering and the
standardization of specifications and the methods of testing—involve at every turn the collection, analysis, interpretation, and
presentation of quantitative data. Such data form an important part of the source material used in arriving at new knowledge
and in selecting standards of quality and methods of testing that are adequate, satisfactory, and economic, from the stand-
points of the producer and the consumer.

Broadly, the three general objects of gathering engineering data are to discover: (1) physical constants and frequency dis-
tributions, (2) the relationships—both functional and statistical—between two or more variables, and (3) causes of observed phe-
nomena. Under these general headings, the following more specific objectives in the work of ASTM may be cited: (a) to
discover the distributions of quality characteristics of materials that serve as a basis for setting economic standards of quality,
for comparing the relative merits of two or more materials for a particular use, for controlling quality at desired levels, and
for predicting what variations in quality may be expected in subsequently produced material, and to discover the distributions
of the errors of measurement for particular test methods, which serve as a basis for comparing the relative merits of two or
more methods of testing, for specifying the precision and accuracy of standard tests, and for setting up economical testing
and sampling procedures; (b) to discover the relationship between two or more properties of a material, such as density and
tensile strength; and (c) to discover physical causes of the behavior of materials under particular service conditions, to dis-
cover the causes of nonconformance with specified standards in order to make possible the elimination of assignable causes
and the attainment of economic control of quality.

Problems falling in these categories can be treated advantageously by the application of statistical methods and quality
control methods. This Manual limits itself to several of the items mentioned under (a). PART 1 discusses frequency distribu-
tions, simple statistical measures, and the presentation, in concise form, of the essential information contained in a single set
of n observations. PART 2 discusses the problem of expressing plus and minus limits of uncertainty for various statistical
measures, together with some working rules for rounding-off observed results to an appropriate number of significant figures.
PART 3 discusses the control chart method for the analysis of observational data obtained from a series of samples and for
detecting lack of statistical control of quality.

The present Manual is the eighth edition of earlier work on the subject. The original ASTM Manual on Presentation of
Data, STP 15, issued in 1933, was prepared by a special committee of former Subcommittee IX on Interpretation and Presen-
tation of Data of ASTM Committee E01 on Methods of Testing. In 1935, Supplement A on Presenting Plus and Minus Limits
of Uncertainty of an Observed Average and Supplement B on “Control Chart” Method of Analysis and Presentation of Data
were issued. These were combined with the original manual, and the whole, with minor modifications, was issued as a single
volume in 1937. The personnel of the Manual Committee that undertook this early work were H. F. Dodge, W. C. Chancellor,
J. T. McKenzie, R. F. Passano, H. G. Romig, R. T. Webster, and A. E. R. Westman. They were aided in their work by the ready
cooperation of the Joint Committee on the Development of Applications of Statistics in Engineering and Manufacturing (spon-
sored by ASTM International and the American Society of Mechanical Engineers [ASME]) and especially of the chairman of
the Joint Committee, W. A. Shewhart. The nomenclature and symbolism used in this early work were adopted in 1941 and
1942 in the American War Standards on Quality Control (Z1.1, Z1.2, and Z1.3) of the American Standards Association, and its
Supplement B was reproduced as an appendix with one of these standards.

In 1946, ASTM Technical Committee E11 on Quality Control of Materials was established under the chairmanship of H.
F. Dodge, and the Manual became its responsibility. A major revision was issued in 1951 as ASTM Manual on Quality Control
of Materials, STP 15C. The Task Group that undertook the revision of PART 1 consisted of R. F. Passano, Chairman, H. F.
Dodge, A. C. Holman, and J. T. McKenzie. The same task group also revised PART 2 (the old Supplement A) and the task
group for revision of PART 3 (the old Supplement B) consisted of A. E. R. Westman, Chairman, H. F. Dodge, A. I. Peterson,
H. G. Romig, and L. E. Simon. In this 1951 revision, the term “confidence limits” was introduced and constants for computing
95 % confidence limits were added to the constants for 90 % and 99 % confidence limits presented in prior printings. Sepa-
rate treatment was given to control charts for “number of defectives,” “number of defects,” and “number of defects per unit,”
and material on control charts for individuals was added. In subsequent editions, the term “defective” has been replaced by
“nonconforming unit” and “defect” by “nonconformity” to agree with definitions adopted by the American Society for Quality
Control in 1978. (See the American National Standard, ANSI/ASQC A1-1987, Definitions, Symbols, Formulas and Tables for
Control Charts.)

There were more printings of ASTM STP 15C, one in 1956 and a second in 1960. The first added the ASTM Recom-
mended Practice for Choice of Sample Size to Estimate the Average Quality of a Lot or Process (E122) as an Appendix.
This recommended practice had been prepared by a task group of ASTM Committee E11 consisting of A. G. Scroggie,
Chairman, C. A. Bicking, W. E. Deming, H. F. Dodge, and S. B. Littauer. This Appendix was removed from that edition
because it is revised more often than the main text of this Manual. The current version of E122, as well as of other rele-
vant ASTM publications, may be procured from ASTM. (See the list of references at the back of this Manual.)
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In the 1960 printing, a number of minor modifications were made by an ad hoc committee consisting of Harold Dodge,
Chairman, Simon Collier, R. H. Ede, R. J. Hader, and E. G. Olds.

The principal change in ASTM STP 15C introduced in ASTM STP 15D was the redefinition of the sample standard devia-

tion to be s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Xi�Xð Þ2=n�1ð Þ

q
: This change required numerous changes throughout the Manual in mathematical equations

and formulas, tables, and numerical illustrations. It also led to a sharpening of distinctions between sample values, universe
values, and standard values that were not formerly deemed necessary.

New material added in ASTM STP 15D included the following items. The sample measure of kurtosis, g2, was introduced.
This addition led to a revision of Table 1.8 and Section 1.34 of PART 1. In PART 2, a brief discussion of the determination
of confidence limits for a universe standard deviation and a universe proportion was included. The Task Group responsible
for this fourth revision of the Manual consisted of A. J. Duncan, Chairman R. A. Freund, F. E. Grubbs, and D. C. McCune.

In the 22 years between the appearance of ASTM STP 15D and Manual on Presentation of Data and Control Chart Anal-
ysis, 6th Edition, there were two reprintings without significant changes. In that period, a number of misprints and minor
inconsistencies were found in ASTM STP 15D. Among these were a few erroneous calculated values of control chart factors
appearing in tables of PART 3. While all of these errors were small, the mere fact that they existed suggested a need to recal-
culate all tabled control chart factors. This task was carried out by A. T. A. Holden, a student at the Center for Quality and
Applied Statistics at the Rochester Institute of Technology, under the general guidance of Professor E. G. Schilling of Commit-
tee E11. The tabled values of control chart factors have been corrected where found in error. In addition, some ambiguities
and inconsistencies between the text and the examples on attribute control charts have received attention.

A few changes were made to bring the Manual into better agreement with contemporary statistical notation and usage.
The symbol l (Greek “mu”) has replaced X0 (and X 0) for the universe average of measurements (and of sample averages of
those measurements). At the same time, the symbol r has replaced r0 as the universe value of standard deviation. This
entailed replacing r by s(rms) to denote the sample root-mean-square deviation. Replacing the universe values p0, u0, and c0 by
Greek letters was thought to be worse than leaving them as they are. Section 1.33, PART 1, on distributional information con-
veyed by Chebyshev’s inequality, has been revised.

Summary of changes in definitions and notations.

MNL 7 STP 15D

l, r, p0, u0, c0 X 0, r0, p0, u0, c0

( ¼ universe values) ( ¼ universe values)

l0, r0, p0, u0, c0 X 00, r0
0, p0

0, u0
0, c0

0

( ¼ standard values) ( ¼ standard values)

In the twelve-year period since this Manual was revised again, three developments were made that had an increasing
impact on the presentation of data and control chart analysis. The first was the introduction of a variety of new tools of data
analysis and presentation. The effect to date of these developments is not fully reflected in PART 1 of this edition of the Man-
ual, but an example of the “stem and leaf” diagram is now presented in Section 15. Manual on Presentation of Data and Con-
trol Chart Analysis, 6th Edition from the beginning has embraced the idea that the control chart is an all-important tool for
data analysis and presentation. To integrate properly the discussion of this established tool with the newer ones presents a
challenge beyond the scope of this revision.

The second development of recent years strongly affecting the presentation of data and control chart analysis is the
greatly increased capacity, speed, and availability of personal computers and sophisticated hand calculators. The computer
revolution has not only enhanced capabilities for data analysis and presentation but also enabled techniques of high-speed
real-time data-taking, analysis, and process control, which years ago would have been unfeasible, if not unthinkable. This has
made it desirable to include some discussion of practical approximations for control chart factors for rapid, if not real-time,
application. Supplement. A has been considerably revised as a result. (The issue of approximations was raised by Professor A.
L. Sweet of Purdue University.) The approximations presented in this Manual presume the computational ability to take
squares and square roots of rational numbers without using tables. Accordingly, the Table of Squares and Square Roots that
appeared as an Appendix to ASTM STP 15D was removed from the previous revision. Further discussion of approximations
appears in Notes 8 and 9 of Supplement 3.B, PART 3. Some of the approximations presented in PART 3 appear to be new
and assume mathematical forms suggested in part by unpublished work of Dr. D. L. Jagerman of AT&T Bell Laboratories on
the ratio of gamma functions with near arguments.

The third development has been the refinement of alternative forms of the control chart, especially the exponentially
weighted moving average chart and the cumulative sum (“cusum”) chart. Unfortunately, time was lacking to include discus-
sion of these developments in the fifth revision, although references are given. The assistance of S. J Amster of AT&T Bell Lab-
oratories in providing recent references to these developments is gratefully acknowledged.

Manual on Presentation of Data and Control Chart Analysis, 6th Edition by Committee E11 was initiated by M. G. Natrella
with the help of comments from A. Bloomberg, J. T. Bygott, B. A. Drew, R. A. Freund, E. H. Jebe, B. H. Levine, D. C. McCune, R.
C. Paule, R. F. Potthoff, E. G. Schilling, and R. R. Stone. The revision was completed by R. B. Murphy and R. R. Stone with fur-
ther comments from A. J. Duncan, R. A. Freund, J. H. Hooper, E. H. Jebe, and T. D. Murphy.

Manual on Presentation of Data and Control Chart Analysis, 7th Edition has been directed at bringing the discussions
around the various methods covered in PART 1 up to date, especially in the areas of whole number frequency distributions,

x PREFACE

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-FM.3d

Date: 23rd July 2010 Time: 18:17 User ID: muralir

empirical percentiles, and order statistics. As an example, an extension of the stem-and-leaf diagram has been added that is
termed an “ordered stem-and-leaf,” which makes it easier to locate the quartiles of the distribution. These quartiles, along with
the maximum and minimum values, are then used in the construction of a box plot.

In PART 3, additional material has been included to discuss the idea of risk, namely, the alpha (a) and beta (b) risks
involved in the decision-making process based on data and tests for assessing evidence of nonrandom behavior in process con-
trol charts.

Also, use of the s(rms) statistic has been minimized in this revision in favor of the sample standard deviation s to reduce
confusion as to their use. Furthermore, the graphics and tables throughout the text have been repositioned so that they
appear more closely to their discussion in the text.

Manual on Presentation of Data and Control Chart Analysis, 7th Edition by Committee E11 was initiated and led by Dean
V. Neubauer, Chairman of the E11.10 Subcommittee on Sampling and Data Analysis that oversees this document. Additional
comments from Steve Luko, Charles Proctor, Paul Selden, Greg Gould, Frank Sinibaldi, Ray Mignogna, Neil Ullman, Thomas
D. Murphy, and R. B. Murphy were instrumental in the vast majority of the revisions made in this sixth revision.

Manual on Presentation of Data and Control Chart Analysis, 8th Edition has some new material in PART 1. The discus-
sion of the construction of a box plot has been supplemented with some definitions to improve clarity, and new sections have
been added on probability plots and transformations.

For the first time, the manual has a new PART 4, which discusses material on measurement systems analysis, process
capability, and process performance. This important section was deemed necessary because it is important that the measure-
ment process be evaluated before any analysis of the process is begun. As Lord Kelvin once said: “When you can measure what
you are speaking about, and express it in numbers, you know something about it; but when you cannot measure it, when you can-
not express it in numbers, your knowledge of it is of a meager and unsatisfactory kind; it may be the beginning of knowledge, but
you have scarcely, in your thoughts, advanced it to the stage of science.”

Manual on Presentation of Data and Control Chart Analysis, 8th Edition by Committee E11 was initiated and led by Dean
V. Neubauer, Chairman of the E11.30 Subcommittee on Statistical Quality Control that oversees this document. Additional
material from Steve Luko, Charles Proctor, and Bob Sichi, including reviewer comments from Thomas D. Murphy, Neil Ull-
man, and Frank Sinibaldi, were critical to the vast majority of the revisions made in this seventh revision. Thanks must also
be given to Kathy Dernoga and Monica Siperko of ASTM International Publications Department for their efforts in the publi-
cation of this edition.
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1
Presentation of Data

PART 1 IS CONCERNED SOLELY WITH PRESENTING
information about a given sample of data. It contains no dis-
cussion of inferences that might be made about the popula-
tion from which the sample came.

SUMMARY
Bearing in mind that no rules can be laid down to which no
exceptions can be found, the ASTM E11 committee believes
that if the recommendations presented are followed, the pre-
sentations will contain the essential information for a major-
ity of the uses made of ASTM data.

RECOMMENDATIONS FOR PRESENTATION
OF DATA
Given a sample of n observations of a single variable
obtained under the same essential conditions:
1. Present as a minimum, the average, the standard devia-

tion, and the number of observations. Always state the
number of observations.

2. Also, present the values of the maximum and minimum
observations. Any collection of observations may con-
tain mistakes. If errors occur in the collection of the
data, then correct the data values, but do not discard or
change any other observations.

3. The average and standard deviation are sufficient to
describe the data, particularly so when they follow a
normal distribution. To see how the data may depart
from a normal distribution, prepare the grouped fre-
quency distribution and its histogram. Also, calculate
skewness, g1, and kurtosis, g2.

4. If the data seem not to be normally distributed, then
one should consider presenting the median and percen-
tiles (discussed in Section 1.6), or consider a transforma-
tion to make the distribution more normally distributed.
The advice of a statistician should be sought to help
determine which, if any, transformation is appropriate
to suit the user’s needs.

5. Present as much evidence as possible that the data were
obtained under controlled conditions.

6. Present relevant information on precisely (a) the field
of application within which the measurements are
believed valid and (b) the conditions under which they
were made.

Note
The sample proportion p is an example of a sample aver-
age in which each observation is either a 1, the occurrence
of a given type, or a 0, the nonoccurrence of the same
type. The sample average is then exactly the ratio, p, of the
total number of occurrences to the total number possible
in the sample, n.

If reference is to be made to the population from which
a given sample came, the following symbols should be used.

Note
If a set of data is homogeneous in the sense of Section 1.3
of PART 1, it is usually safe to apply statistical theory and
its concepts, like that of an expected value, to the data to
assist in its analysis and interpretation. Only then is it mean-
ingful to speak of a population average or other characteris-
tic relating to a population (relative) frequency distribution
function of X. This function commonly assumes the form of
f(x), which is the probability (relative frequency) of an obser-
vation having exactly the value X, or the form of f(x)dx,

Glossary of Symbols Used in PART 1

f Observed frequency (number of observations) in a
single bin of a frequency distribution

g1 Sample coefficient of skewness, a measure of
skewness, or lopsidedness of a distribution

g2 Sample coefficient of kurtosis

n Number of observed values (observations)

p Sample relative frequency or proportion, the ratio of
the number of occurrences of a given type to the
total possible number of occurrences, the ratio of the
number of observations in any stated interval to the
total number of observations; sample fraction
nonconforming for measured values the ratio
of the number of observations lying outside specified
limits (or beyond a specified limit) to the total
number of observations

R Sample range, the difference between the largest
observed value and the smallest observed value

s Sample standard deviation

s2 Sample variance

cV Sample coefficient of variation, a measure of relative
dispersion based on the standard deviation (see
Section 1.31)

X Observed values of a measurable characteristic; spe-
cific observed values are designated X1, X2, X3, etc. in
order of measurement, and X(1), X(2), X(3), etc. in
order of their size, where X(1) is the smallest or mini-
mum observation and X(n) is the largest or maximum
observation in a sample of observations; also used to
designate a measurable characteristic

X Sample average or sample mean, the sum of the n
observed values in a sample divided by n

1
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which is the probability an observation has a value between
x and x þ dx. Mathematically the expected value of a func-
tion of X, say h(X), is defined as the sum (for discrete data)
or integral (for continuous data) of that function times the
probability of X and written E[h(X)]. For example, if the
probability of X lying between x and x þ dx based on con-
tinuous data is f(x)dx, then the expected value is

ð
hðxÞf xð Þdx ¼ E h xð Þ½ �

If the probability of X lying between x and x þ dx based
on continuous data is f(x)dx, then the expected value is

X
hðxÞf xð Þdx ¼ E h xð Þ½ �:

Sample statistics, like X , s2, g1, and g2, also have
expected values in most practical cases, but these expected
values relate to the population frequency distribution of
entire samples of n observations each, rather than of individ-
ual observations. The expected value of X is l, the same as
that of an individual observation regardless of the popula-
tion frequency distribution of X, and E(s2) ¼ r2 likewise, but
E(s) is less than r in all cases and its value depends on the
population distribution of X.

INTRODUCTION

1.1. PURPOSE
PART 1 of the Manual discusses the application of statis-
tical methods to the problem of: (a) condensing the in-
formation contained in a sample of observations, and
(b) presenting the essential information in a concise form
more readily interpretable than the unorganized mass of
original data.

Attention will be directed particularly to quantitative
information on measurable characteristics of materials and
manufactured products. Such characteristics will be termed
quality characteristics.

1.2. TYPE OF DATA CONSIDERED
Consideration will be given to the treatment of a sample of
n observations of a single variable. Figure 1 illustrates two
general types: (a) the first type is a series of n observations
representing single measurements of the same quality char-
acteristic of n similar things, and (b) the second type is a
series of n observations representing n measurements of the
same quality characteristic of one thing.

The observations in Figure 1 are denoted as Xi, where
i ¼ 1, 2, 3, …, n. Generally, the subscript will represent the
time sequence in which the observations were taken from a
process or measurement. In this sense, we may consider the
order of the data in Table 1 as being represented in a time-
ordered manner.

Data from the first type are commonly gathered to fur-
nish information regarding the distribution of the quality of
the material itself, having in mind possibly some more spe-
cific purpose; such as the establishment of a quality standard
or the determination of conformance with a specified qual-
ity standard, for example, 100 observations of transverse
strength on 100 bricks of a given brand.

Data from the second type are commonly gathered to
furnish information regarding the errors of measurement
for a particular test method, for example, 50-micrometer
measurements of the thickness of a test block.

Note
The quality of a material in respect to some particular charac-
teristic, such as tensile strength, is better represented by a fre-
quency distribution function, than by a single-valued constant.

The variability in a group of observed values of such a
quality characteristic is made up of two parts: variability of
the material itself, and the errors of measurement. In some
practical problems, the error of measurement may be large
compared with the variability of the material; in others, the
converse may be true. In any case, if one is interested in dis-
covering the objective frequency distribution of the quality
of the material, consideration must be given to correcting
the errors of measurement. (This is discussed in [1], pp.
379–384, in the seminal book on control chart methodology
by Walter A. Shewhart.)

1.3. HOMOGENEOUS DATA
While the methods here given may be used to condense any
set of observations, the results obtained by using them may
be of little value from the standpoint of interpretation unless

c1 Population skewness defined as the expected value
(see NOTE) of (X – l)3 divided by r3. It is spelled and
pronounced “gamma one.”

c2 Population coefficient of kurtosis defined as the
amount by which the expected value (see NOTE) of
(X – l)4 divided by r4 exceeds or falls short of 3; it is
spelled and pronounced “gamma two”

l Population average or universe mean defined as the
expected value (see NOTE) of X; thus E(X) ¼ l, spelled
“mu” and pronounced “mew”

p0 Population relative frequency

r Population standard deviation, spelled and
pronounced “sigma”

r2 Population variance defined as the expected value
(see NOTE) of the square of a deviation from the
universe mean; thus E[(X � l)2] ¼ r2

CV Population coefficient of variation defined as the
population standard deviation divided by the popula-
tion mean, also called the relative standard deviation,
or relative error. (see Section 1.31)

FIG. 1—Two general types of data.
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TABLE 1—Three Groups of Original Data

(a) Transverse Strength of 270 Bricks of a Typical Brand, psia

860 1,320 820 1,040 1,000 1,010 1,190 1,180 1,080 1,100 1,130

920 1,100 1,250 1,480 1,150 740 1,080 860 1,000 810 1,000

1,200 830 1,100 890 270 1,070 830 1,380 960 1,360 730

850 920 940 1,310 1,330 1,020 1,390 830 820 980 1,330

920 1,070 1,630 670 1,150 1,170 920 1,120 1,170 1,160 1,090

1,090 700 910 1,170 800 960 1,020 1,090 2,010 890 930

830 880 870 1,340 840 1,180 740 880 790 1,100 1,260

1,040 1,080 1,040 980 1,240 800 860 1,010 1,130 970 1,140

1,510 1,060 840 940 1,110 1,240 1,290 870 1,260 1,050 900

740 1,230 1,020 1,060 990 1,020 820 1,030 860 850 890

1,150 860 1,100 840 1,060 1,030 990 1,100 1,080 1,070 970

1,000 720 800 1,170 970 690 1,020 890 700 880 1,150

1,140 1,080 990 570 790 1,070 820 580 820 1,060 980

1,030 960 870 800 1,040 820 1,180 1,350 1,180 950 1,110

700 860 660 1,180 780 1,230 950 900 760 1,380 900

920 1,100 1,080 980 760 830 1,220 1,100 1,090 1,380 1,270

860 990 890 940 910 1,100 1,020 1,380 1,010 1,030 950

950 880 970 1,000 990 830 850 630 710 900 890

1,020 750 1,070 920 870 1,010 1,230 780 1,000 1,150 1,360

1,300 970 800 650 1,180 860 1,150 1,400 880 730 910

890 1,030 1,060 1,610 1,190 1,400 850 1,010 1,010 1,240

1,080 970 960 1,180 1,050 920 1,110 780 780 1,190

910 1,100 870 980 730 800 800 1,140 940 980

870 970 910 830 1,030 1,050 710 890 1,010 1,120

810 1,070 1,100 460 860 1,070 880 1,240 940 860

(b) Weight of Coating of 100 Sheets of Galvanized Iron Sheets, oz/ft2 b
(c) Breaking Strength of Ten Specimens of 0.104-in.

Hard-Drawn Copper Wire, lbc

1.467 1.603 1.577 1.563 1.437 578

1.623 1.603 1.577 1.393 1.350 572

1.520 1.383 1.323 1.647 1.530 570

1.767 1.730 1.620 1.620 1.383 568

1.550 1.700 1.473 1.530 1.457 572

1.533 1.600 1.420 1.470 1.443 570

1.377 1.603 1.450 1.337 1.473 570

1.373 1.477 1.337 1.580 1.433 572

1.637 1.513 1.440 1.493 1.637 576

1.460 1.533 1.557 1.563 1.500 584

1.627 1.593 1.480 1.543 1.607

1.537 1.503 1.477 1.567 1.423
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the data are good in the first place and satisfy certain
requirements.

To be useful for inductive generalization, any sample of
observations that is treated as a single group for presenta-
tion purposes should represent a series of measurements, all
made under essentially the same test conditions, on a mate-
rial or product, all of which has been produced under essen-
tially the same conditions.

If a given sample of data consists of two or more subpor-
tions collected under different test conditions or representing
material produced under different conditions, it should be
considered as two or more separate subgroups of observa-
tions, each to be treated independently in the analysis. Merg-
ing of such subgroups, representing significantly different
conditions, may lead to a condensed presentation that will be
of little practical value. Briefly, any sample of observations to
which these methods are applied should be homogeneous.

In the illustrative examples of PART 1, each sample of
observations will be assumed to be homogeneous, that is,
observations from a common universe of causes. The analysis
and presentation by control chart methods of data obtained
from several samples or capable of subdivision into sub-
groups on the basis of relevant engineering information is dis-
cussed in PART 3 of this Manual. Such methods enable one
to determine whether for practical purposes a given sample
of observations may be considered to be homogeneous.

1.4. TYPICAL EXAMPLES OF PHYSICAL DATA
Table 1 gives three typical sets of observations, each one of
these data sets represents measurements on a sample of
units or specimens selected in a random manner to provide

information about the quality of a larger quantity of material—
the general output of one brand of brick, a production lot of
galvanized iron sheets, and a shipment of hard-drawn cop-
per wire. Consideration will be given to ways of arranging
and condensing these data into a form better adapted for
practical use.

UNGROUPED WHOLE NUMBER DISTRIBUTION

1.5. UNGROUPED DISTRIBUTION
An arrangement of the observed values in ascending order
of magnitude will be referred to in the Manual as the
ungrouped frequency distribution of the data, to distinguish
it from the grouped frequency distribution defined in Sec-
tion 1.8. A further adjustment in the scale of the ungrouped
distribution produces the whole number distribution. For
example, the data from Table 1(a) were multiplied by 10–1,
and those of Table 1(b) by 103, while those of Table 1(c)
were already whole numbers. If the data carry digits past the
decimal point, just round until a tie (one observation equals
some other) appears and then scale to whole numbers.
Table 2 presents ungrouped frequency distributions for the
three sets of observations given in Table 1.

Figure 2 shows graphically the ungrouped frequency
distribution of Table 2(a). In the graph, there is a minor
grouping in terms of the unit of measurement. For the data
from Fig. 2, it is the “rounding-off” unit of 10 psi. It is rarely
desirable to present data in the manner of Table 1 or Table 2.
The mind cannot grasp in its entirety the meaning of so many
numbers; furthermore, greater compactness is required for
most of the practical uses that are made of data.

TABLE 1—Three Groups of Original Data (Continued)

(b) Weight of Coating of 100 Sheets of Galvanized Iron Sheets, oz/ft2 b
(c) Breaking Strength of Ten Specimens of 0.104-in.

Hard-Drawn Copper Wire, lbc

1.533 1.600 1.550 1.670 1.573

1.337 1.543 1.637 1.473 1.753

1.603 1.567 1.570 1.633 1.467

1.373 1.490 1.617 1.763 1.563

1.457 1.550 1.477 1.573 1.503

1.660 1.577 1.750 1.537 1.550

1.323 1.483 1.497 1.420 1.647

1.647 1.600 1.717 1.513 1.690

a Measured to the nearest 10 psi. Test method used was ASTM Method of Testing Brick and Structural Clay (C67). Data from ASTM Manual for Interpre-
tation of Refractory Test Data, 1935, p. 83.
b Measured to the nearest 0.01 oz/ft2 of sheet, averaged for three spots. Test method used was ASTM Triple Spot Test of Standard Specifications for
Zinc-Coated (Galvanized) Iron or Steel Sheets (A93). This has been discontinued and was replaced by ASTM Specification for General Requirements for
Steel Sheet, Zinc-Coated (Galvanized) by the Hot-Dip Process (A525). Data from laboratory tests.
c Measured to the nearest 2-lb test method used was ASTM Specification for Hard-Drawn Copper Wire (B1). Data from inspection report.

FIG. 2—Graphically, the ungrouped frequency distribution of a set of observations. Each dot represents one brick; data are from
Table 2(a).
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TABLE 2—Ungrouped Frequency Distributions in Tabular Form

(a) Transverse Strength, psi [Data From Table 1(a)]

270 780 830 870 920 970 1,020 1,070 1,100 1,180 1,310

460 780 830 880 920 980 1,020 1,070 1,100 1,180 1,320

570 780 830 880 920 980 1,020 1,070 1,100 1,180 1,330

580 790 840 880 920 980 1,020 1,070 1,100 1,180 1,330

630 790 840 880 920 980 1,020 1,070 1,110 1,180 1,340

650 800 840 880 930 980 1,020 1,070 1,110 1,180 1,350

660 800 850 880 940 980 1,020 1,070 1,110 1,180 1,360

670 800 850 890 940 990 1,030 1,080 1,120 1,190 1,360

690 800 850 890 940 990 1,030 1,080 1,120 1,190 1,380

700 800 850 890 940 990 1,030 1,080 1,130 1,190 1,380

700 800 860 890 940 990 1,030 1,080 1,130 1,200 1,380

700 800 860 890 950 990 1,030 1,080 1,140 1,220 1,380

710 810 860 890 950 1,000 1,030 1,080 1,140 1,230 1,390

710 810 860 890 950 1,000 1,040 1,080 1,140 1,230 1,400

720 820 860 890 950 1,000 1,040 1,090 1,150 1,230 1,400

730 820 860 900 960 1,000 1,040 1,090 1,150 1,240 1,480

730 820 860 900 960 1,000 1,040 1,090 1,150 1,240 1,510

730 820 860 900 960 1,000 1,050 1,090 1,150 1,240 1,610

740 820 860 900 960 1,010 1,050 1,100 1,150 1,240 1,630

740 820 860 910 970 1,010 1,050 1,100 1,150 1,250 2,010

740 820 870 910 970 1,010 1,060 1,100 1,160 1,260

750 830 870 910 970 1,010 1,060 1,100 1,170 1,260

760 830 870 910 970 1,010 1,060 1,100 1,170 1,270

760 830 870 910 970 1,010 1,060 1,100 1,170 1,290

780 830 870 920 970 1,010 1,060 1,100 1,170 1,300

(b) Weight of Coating, oz/ft2 [Data From Table 1(b)] (c) Breaking Strength, lb [Data From Table 1(c)]

1.323 1.457 1.513 1.567 1.620 568

1.323 1.457 1.513 1.567 1.623 570

1.337 1.460 1.520 1.570 1.627 570

1.337 1.467 1.530 1.573 1.633 570

1.337 1.467 1.530 1.573 1.637 572

1.350 1.470 1.533 1.577 1.637 572

1.373 1.473 1.533 1.577 1.637 572

1.373 1.473 1.533 1.577 1.647 576

1.377 1.473 1.537 1.580 1.647 578

1.383 1.477 1.537 1.593 1.647 584

1.383 1.477 1.543 1.600 1.660

1.393 1.477 1.543 1.600 1.670

1.420 1.480 1.550 1.600 1.690
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1.6. EMPIRICAL PERCENTILES AND ORDER
STATISTICS
As should be apparent, the ungrouped whole number distri-
bution may differ from the original data by a scale factor
(some power of ten), by some rounding and by having been
sorted from smallest to largest. These features should make
it easier to convert from an ungrouped to a grouped fre-
quency distribution. More important, they allow calculation
of the order statistics that will aid in finding ranges of the
distribution wherein lie specified proportions of the observa-
tions. A collection of observations is often seen as only a
sample from a potentially huge population of observations
and one aim in studying the sample may be to say what pro-
portions of values in the population lie in certain ranges.
This is done by calculating the percentiles of the distribution.
We will see there are a number of ways to do this, but we
begin by discussing order statistics and empirical estimates
of percentiles.

A glance at Table 2 gives some information not readily
observed in the original data set of Table 1. The data in
Table 2 are arranged in increasing order of magnitude.
When we arrange any data set like this, the resulting ordered
sequence of values is referred to as order statistics. Such
ordered arrangements are often of value in the initial stages
of an analysis. In this context, we use subscript notation and
write X(i) to denote the ith order statistic. For a sample of n
values the order statistics are X(1) � X(2) � X(3) � … � X(n).
The index i is sometimes called the rank of the data point to
which it is attached. For a sample size of n values, the first
order statistic is the smallest or minimum value and has
rank 1. We write this as X(1). The nth order statistic is the
largest or maximum value and has rank n. We write this as
X(n). The ith order statistic is written as X(i), for 1 � i � n.
For the breaking strength data in Table 2c, the order statis-
tics are: X(1) ¼ 568, X(2) ¼ 570, …, X(10) ¼ 584.

When ranking the data values, we may find some that
are the same. In this situation, we say that a matched set of
values constitutes a tie. The proper rank assigned to values
that make up the tie is calculated by averaging the ranks
that would have been determined by the procedure above in
the case where each value was different from the others. For
example, there are many ties present in Table 2. Notice that
X(10) ¼ 700, X(11) ¼ 700, and X(12) ¼ 700. Thus, the value of
700 should carry a rank equal to (10 þ 11 þ 12)/3 ¼ 11.

The order statistics can be used for a variety of pur-
poses, but it is for estimating the percentiles that they are
used here. A percentile is a value that divides a distribution

to leave a given fraction of the observations less than that
value. For example, the 50th percentile, typically referred to
as the median, is a value such that half of the observations
exceed it and half are below it. The 75th percentile is a value
such that 25% of the observations exceed it and 75% are
below it. The 90th percentile is a value such that 10% of the
observations exceed it and 90% are below it.

To aid in understanding the formulas that follow, con-
sider finding the percentile that best corresponds to a given
order statistic. Although there are several answers to this
question, one of the simplest is to realize that a sample of
size n will partition the distribution from which it came
into n þ 1 compartments as illustrated in the following
figure.

In Fig. 3, the sample size is n ¼ 4; the sample values are
denoted as a, b, c, and d. The sample presumably comes
from some distribution as the figure suggests. Although we
do not know the exact locations that the sample values cor-
respond to along the true distribution, we observe that the
four values divide the distribution into five roughly equal
compartments. Each compartment will contain some per-
centage of the area under the curve so that the sum of each
of the percentages is 100%. Assuming that each compart-
ment contains the same area, the probability a value will fall
into any compartment is 100[1/(n þ 1)]%.

Similarly, we can compute the percentile that each value
represents by 100[i/(n þ 1)]%, where i ¼ 1, 2, …, n. If we ask
what percentile is the first order statistic among the four val-
ues, we estimate the answer as the 100[1/(4 þ 1)]% ¼ 20%,

TABLE 2—Ungrouped Frequency Distributions in Tabular Form (Continued)

(b) Weight of Coating, oz/ft2 [Data From Table 1(b)] (c) Breaking Strength, lb [Data From Table 1(c)]

1.420 1.483 1.550 1.603 1.700

1.423 1.490 1.550 1.603 1.717

1.433 1.493 1.550 1.603 1.730

1.437 1.497 1.557 1.603 1.750

1.440 1.500 1.563 1.607 1.753

1.443 1.503 1.563 1.617 1.763

1.450 1.503 1.563 1.620 1.767

a b c d

0

FIG. 3—Any distribution is partitioned into n þ 1 compartments
with a sample of n.
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or 20th percentile. This is because, on average, each of the
compartments in Figure 3 will include approximately 20%
of the distribution. Since there are n þ 1 ¼ 4 þ 1 ¼ 5
compartments in the figure, each compartment is worth
20%. The generalization is obvious. For a sample of n val-
ues, the percentile corresponding to the ith order statistic is
100[i/(n þ 1)]%, where i ¼ 1, 2, …, n.

For example, if n ¼ 24 and we want to know which per-
centiles are best represented by the 1st and 24th order statis-
tics, we can calculate the percentile for each order statistic.
For X(1), the percentile is 100(1)/(24 þ 1) ¼ 4th; and for
X(24), the percentile is 100(24/(24 þ 1) ¼ 96th. For the illus-
tration in Figure 3, the point a corresponds to the 20th per-
centile, point b to the 40th percentile, point c to the 60th
percentile and point d to the 80th percentile. It is not diffi-
cult to extend this application. From the figure it appears
that the interval defined by a � x � d should enclose, on
average, 60% of the distribution of X.

We now extend these ideas to estimate the distribution
percentiles. For the coating weights in Table 2(b), the sample
size is n ¼ 100. The estimate of the 50th percentile, or sam-
ple median, is the number lying halfway between the 50th
and 51st order statistics (X(50) ¼ 1.537 and X(51) ¼ 1.543,
respectively). Thus, the sample median is (1.537 þ 1.543)/2 ¼
1.540. Note that the middlemost values may be the same
(tie). When the sample size is an even number, the sample
median will always be taken as halfway between the middle
two order statistics. Thus, if the sample size is 250, the
median is taken as (X(125) þ X(126))/2. If the sample size is
an odd number, the median is taken as the middlemost
order statistic. For example, if the sample size is 13, the sam-
ple median is taken as X(7). Note that for an odd numbered
sample size, n, the index corresponding to the median will
be i ¼ (n þ 1)/2.

We can generalize the estimation of any percentile by
using the following convention. Let p be a proportion, so
that for the 50th percentile p equals 0.50, for the 25th per-
centile p ¼ 0.25, for the 10th percentile p ¼ 0.10, and so
forth. To specify a percentile we need only specify p. An
estimated percentile will correspond to an order statistic
or weighted average of two adjacent order statistics. First,
compute an approximate rank using the formula i ¼ (n þ 1)p.
If i is an integer, then the 100pth percentile is estimated
as X(i) and we are done. If i is not an integer, then drop
the decimal portion and keep the integer portion of i.
Let k be the retained integer portion and r be the
dropped decimal portion (note: 0 < r < 1). The estimated
100pth percentile is computed from the formula X(k) þ
r(X(kþ 1) – X(k)).

Consider the transverse strengths with n ¼ 270 and let
us find the 2.5th and 97.5th percentiles. For the 2.5th per-
centile, p ¼ 0.025. The approximate rank is computed as i ¼
(270 þ 1) 0.025 ¼ 6.775. Since this is not an integer, we see
that k ¼ 6 and r ¼ 0.775. Thus, the 2.5th percentile is esti-
mated by X(6) þ r(X(7) – X(6)), which is 650 þ 0.775(660 –
650) ¼ 657.75. For the 97.5th percentile, the approximate
rank is i ¼ (270 þ 1) 0.975 ¼ 264.225. Here again, i is not
an integer and so we use k ¼ 264 and r ¼ 0.225; however;
notice that both X(264) and X(265) are equal to 1,400. In this
case, the value 1,400 becomes the estimate.

GROUPED FREQUENCY DISTRIBUTIONS

1.7. INTRODUCTION
Merely grouping the data values may condense the informa-
tion contained in a set of observations. Such grouping involves
some loss of information but is often useful in presenting
engineering data. In the following sections, both tabular and
graphical presentation of grouped data will be discussed.

1.8. DEFINITIONS
A grouped frequency distribution of a set of observations is
an arrangement that shows the frequency of occurrence of
the values of the variable in ordered classes.

The interval, along the scale of measurement, of each
ordered class is termed a bin.

The frequency for any bin is the number of observations
in that bin. The frequency for a bin divided by the total
number of observations is the relative frequency for that bin.

Table 3 illustrates how the three sets of observations
given in Table 1 may be organized into grouped frequency
distributions. The recommended form of presenting tabular
distributions is somewhat more compact, however, as shown
in Table 4. Graphical presentation is used in Fig. 4 and dis-
cussed in detail in Section 1.14.

1.9. CHOICE OF BIN BOUNDARIES
It is usually advantageous to make the bin intervals equal. It
is recommended that, in general, the bin boundaries be cho-
sen half-way between two possible observations. By choosing
bin boundaries in this way, certain difficulties of classifica-
tion and computation are avoided [2, pp. 73–76]. With this
choice, the bin boundary values will usually have one more
significant figure (usually a 5) than the values in the original
data. For example, in Table 3(a), observations were recorded
to the nearest 10 psi; hence, the bin boundaries were placed
at 225, 375, etc., rather than at 220, 370, etc., or 230, 380,
etc. Likewise, in Table 3(b), observations were recorded to
the nearest 0.01 oz/ft2; hence, bin boundaries were placed at
1.275, 1.325, etc., rather than at 1.28, 1.33, etc.

1.10. NUMBER OF BINS
The number of bins in a frequency distribution should pref-
erably be between 13 and 20. (For a discussion of this point,
see [1, p. 69] and [2, pp. 9–12].) Sturge’s rule is to make the
number of bins equal to 1 þ 3.3log10(n). If the number of
observations is, say, less than 250, as few as ten bins may be
of use. When the number of observations is less than 25, a
frequency distribution of the data is generally of little value
from a presentation standpoint, as, for example, the ten obser-
vations in Table 3(c). In this case, a dot plot may be preferred
over a histogram when the sample size is small, say n < 30.
In general, the outline of a frequency distribution when pre-
sented graphically is more irregular when the number of bins
is larger. This tendency is illustrated in Fig. 4.

1.11. RULES FOR CONSTRUCTING BINS
After getting the ungrouped whole number distribution, one
can use a number of popular computer programs to automati-
cally construct a histogram. For example, a spreadsheet pro-
gram, such as Excel,1 can be used by selecting the Histogram

1 Excel is a trademark of Microsoft Corporation.
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TABLE 3—Three Examples of Grouped Frequency Distribution,
Showing Bin Midpoints and Bin Boundaries

Bin Midpoint Bin Boundaries Observed Frequency

(a) Transverse strength, psi
[data from Table 1(a)]

——————— 235 ———————
310 ——————— 1

——————— 385 ———————
460 ——————— 1

——————— 535 ———————
610 ——————— 6

——————— 685 ———————
760 ——————— 45

——————— 835 ———————
910 ——————— 79

——————— 985 ———————
1,060 ——————— 79

——————— 1,135 ———————
1,210 ——————— 37

——————— 1,285 ———————
1,350 ——————— 17

——————— 1,435 ———————
1,510 ——————— 2

——————— 1,585 ———————
1,660 ——————— 2

——————— 1,735 ———————
1,810 ——————— 0

——————— 1,885 ———————
1,960 ——————— 1

——————— 2,035 ———————
Total 270

(b) Weight of coating, oz/ft2

[data from Table 1(b)]
——————— 1.319.5 ———————

1.342 ——————— 6
——————— 1.364.5 ———————

1.387 ——————— 6
——————— 1.409.5 ———————

1.432 ——————— 8
——————— 1.454.5 ———————

1.477 ——————— 17
——————— 1.499.5 ———————

1.522 ——————— 15
——————— 1.544.5 ———————

1.567 ——————— 17
——————— 1.589.5 ———————

1.612 ——————— 15
——————— 1.634.5 ———————

1.657 ——————— 8
——————— 1.679.5 ———————

1.702 ——————— 3
——————— 1.724.5 ———————

1.747 ——————— 5
——————— 1.769.5 ———————

Total 100

(c) Breaking strength, lb [data
from Table 1(c)]

——————— 565.5 ———————
567.5 ——————— 1

——————— 569.5 ———————
571.5 ——————— 6

——————— 573.5 ———————
575.5 ——————— 1

——————— 577.5 ———————
579.5 ——————— 1

——————— 581.5 ———————
583.5 ——————— 1

——————— 585.5 ———————
Total ——————— 10
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item from the Analysis Toolpack menu. Alternatively, you
can do it manually by applying the following rules:
• The number of bins (or “cells” or “levels”) is set equal to

NL ¼ CEIL(2.1 ln(n)), where n is the sample size and
CEIL is an Excel spreadsheet function that extracts the
largest integer part of a decimal number, e.g., 5 is
CEIL(4.1)).

• Compute the bin interval as LI ¼ CEIL((RG þ 1)/NL),
where RG ¼ LW – SW, and LW is the largest whole
number and SW is the smallest among the n
observations.

• Find the stretch adjustment as SA ¼ CEIL((NL*LI –
RG)/2). Set the start boundary at START ¼ SW – SA –
0.5 and then add LI successively NL times to get the bin

TABLE 4—Four Methods of Presenting a Tabular Frequency Distribution [Data From Table 1(a)]

(a) Frequency (b) Relative Frequency (Expressed in Percentages)

Transverse Strength, psi
Number of Bricks Having
Strength within Given Limits Transverse Strength, psi

Percentage of Bricks Having
Strength within Given Limits

225 to 375 1 225 to 375 0.4

375 to 525 1 375 to 525 0.4

525 to 675 6 525 to 675 2.2

675 to 825 38 675 to 825 14.1

825 to 975 80 825 to 975 29.6

975 to 1,125 83 975 to 1,125 30.7

1,125 to 1,275 39 1,125 to 1,275 14.5

1,275 to 1,425 17 1,275 to 1,425 6.3

1,425 to 1,575 2 1,425 to 1,575 0.7

1,575 to 1,725 2 1,575 to 1,725 0.7

1,725 to 1,875 0 1,725 to 1,875 0.0

1,875 to 2,025 1 1,875 to 2,025 0.4

Total 270 Total 100.0

Number of observations ¼ 270

(c) Cumulative Frequency
(d) Cumulative Relative Frequency
(expressed in percentages)

Transverse Strength, psi

Number of Bricks Having
Strength Less than Given
Values Transverse Strength, psi

Percentage of Bricks Having
Strength Less than Given
Values

375 1 375 0.4

525 2 525 0.8

675 8 675 3.0

825 46 825 17.1

975 126 975 46.7

1,125 209 1,125 77.4

1,275 248 1,275 91.9

1,425 265 1,425 98.2

1,575 267 1,575 98.9

1,725 269 1,725 99.6

1,875 269 1,875 99.6

2,025 270 2,025 100.0

Number of observations ¼ 270

Note. “Number of observations” should be recorded with tables of relative frequencies.
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boundaries. Average successive pairs of boundaries to
get the bin midpoints.
The data from Table 2(a) are best expressed in units of 10 psi

so that, for example, 270 becomes 27. One can then verify that
• NL ¼ CEIL(2.1ln(270)) ¼ 12
• RG ¼ 201 � 27 ¼ 174
• LI ¼ CEIL(175/12) ¼ 15
• SA ¼ CEIL((180 � 174)/2) ¼ 3
• START ¼ 27 � 3 � 0.5 ¼ 23.5

The resulting bin boundaries with bin midpoints are
shown in Table 3 for the transverse strengths.
• Having defined the bins, the last step is to count the

whole numbers in each bin and thus record the
grouped frequency distribution as the bin midpoints
with the frequencies in each.

• The user may improve upon the rules but they will pro-
duce a useful starting point and do obey the general
principles of construction of a frequency distribution.
Figure 5 illustrates a convenient method of classifying

observations into bins when the number of observations is
not large. For each observation, a mark is entered in the
proper bin. These marks are grouped in 5’s as the tallying
proceeds, and the completed tabulation itself, if neatly done,
provides a good picture of the frequency distribution. Notice
that the bin interval has been changed from the 146 of
Table 3 to a more convenient 150.

If the number of observations is, say, over 250, and accu-
racy is essential, the use of a computer may be preferred.

1.12. TABULAR PRESENTATION
Methods of presenting tabular frequency distributions are
shown in Table 4. To make a frequency tabulation more
understandable, relative frequencies may be listed as well as
actual frequencies. If only relative frequencies are given, the

table cannot be regarded as complete unless the total num-
ber of observations is recorded.

Confusion often arises from failure to record bin bounda-
ries correctly. Of the four methods, A to D, illustrated for
strength measurements made to the nearest 10 lb, only meth-
ods A and B are recommended (Table 5). Method C gives no
clue as to how observed values of 2,100, 2,200, etc., which fell
exactly at bin boundaries were classified. If such values were
consistently placed in the next higher bin, the real bin bounda-
ries are those of method A. Method D is liable to misinterpre-
tation since strengths were measured to the nearest 10 lb only.

1.13. GRAPHICAL PRESENTATION
Using a convenient horizontal scale for values of the variable
and a vertical scale for bin frequencies, frequency distribu-
tions may be reproduced graphically in several ways as
shown in Fig. 6. The frequency bar chart is obtained by erect-
ing a series of bars, centered on the bin midpoints, with each
bar having a height equal to the bin frequency. An alternate
form of frequency bar chart may be constructed by using
lines rather than bars. The distribution may also be shown by
a series of points or circles representing bin frequencies plot-
ted at bin midpoints. The frequency polygon is obtained by
joining these points by straight lines. Each endpoint is joined
to the base at the next bin midpoint to close the polygon.

Another form of graphical representation of a frequency
distribution is obtained by placing along the graduated hori-
zontal scale a series of vertical columns, each having a width
equal to the bin width and a height equal to the bin fre-
quency. Such a graph, shown at the bottom of Fig. 6, is called
the frequency histogram of the distribution. In the histogram,
if bin widths are arbitrarily given the value 1, the area
enclosed by the steps represents frequency exactly, and the
sides of the columns designate bin boundaries.

The same charts can be used to show relative frequen-
cies by substituting a relative frequency scale, such as that
shown in Fig. 6. It is often advantageous to show both a fre-
quency scale and a relative frequency scale. If only a relative
frequency scale is given on a chart, the number of observa-
tions should be recorded as well.

1.14. CUMULATIVE FREQUENCY DISTRIBUTION
Two methods of constructing cumulative frequency polygons
are shown in Fig. 7. Points are plotted at bin boundaries.

FIG. 4—Illustrations of the increased irregularity with a larger
number of cells, or bins.

FIG. 5—Method of classifying observations; data from Table 1(a).
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The upper chart gives cumulative frequency and relative
cumulative frequency plotted on an arithmetic scale. This
type of graph is often called an ogive or “s” graph. Its use is
discouraged mainly because it is usually difficult to interpret
the tail regions.

The lower chart shows a preferable method by plotting
the relative cumulative frequencies on a normal probability
scale. A normal distribution (see Fig. 14) will plot cumula-
tively as a straight line on this scale. Such graphs can be

drawn to show the number of observations either “less than”
or “greater than” the scale values. (Graph paper with one
dimension graduated in terms of the summation of normal
law distribution has been described previously [4,2].) It should
be noted that the cumulative percentages need to be adjusted
to avoid cumulative percentages from equaling or exceeding
100%. The probability scale only reaches to 99.9% on most
available probability plotting papers. Two methods that will
work for estimating cumulative percentiles are [cumulative
frequency/(n þ 1)] and [(cumulative frequency – 0.5)/n].

For some purposes, the number of observations having
a value “less than” or “greater than” particular scale values is

TABLE 5—Methods A through D Illustrated for Strength Measurements to the Nearest 10 lb

Recommended Not Recommended

Method A Method B Method C Method D

Strength, lb
Number of
Observations Strength, Lb.

Number of
Observations Strength, lb

Number of
Observations Strength, lb

Number of
Observations

1,995 to 2,095 1 2,000 to 2,090 1 2,000 to 2,100 1 2,000 to 2,099 1

2,095 to 2,195 3 2,100 to 2,190 3 2,100 to 2,200 3 2,100 to 2,199 3

2,195 to 2,295 17 2,200 to 2,290 17 2,200 to 2,300 17 2,200 to 2,299 17

2,295 to 2,395 36 2,300 to 2,390 36 2,300 to 2,400 36 2,300 to 2,399 36

2,395 to 2,495 82 2,400 to 2,490 82 2,400 to 2,500 82 2,400 to 2,499 82

etc. etc. etc. etc. etc. etc. etc. etc.

FIG. 6—Graphical presentations of a frequency distribution; data
from Table 1(a) as grouped in Table 3(a).

FIG. 7—Graphical presentations of a cumulative frequency distri-
bution; data from Table 4: (a) using arithmetic scale for frequency
and (b) using probability scale for relative frequency.
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of more importance than the frequencies for particular bins.
A table of such frequencies is termed a cumulative frequency
distribution. The “less than” cumulative frequency distribution
is formed by recording the frequency of the first bin, then the
sum of the first and second bin frequencies, then the sum of
the first, second, and third bin frequencies, and so on.

Because of the tendency for the grouped distribution to
become irregular when the number of bins increases, it is
sometimes preferable to calculate percentiles from the
cumulative frequency distribution rather than from the
order statistics. This is recommended as n passes the hun-
dreds and reaches the thousands of observations. The
method of calculation can easily be illustrated geometrically
by using Table 4(d), Cumulative Relative Frequency, and the
problem of getting the 2.5th and 97.5th percentiles.

We first define the cumulative relative frequency func-
tion, F(x), from the bin boundaries and the cumulative rela-
tive frequencies. It is just a sequence of straight lines
connecting the points [X ¼ 235, F(235) ¼ 0.000], [X ¼ 385,
F(385) ¼ 0.0037], [X ¼ 535, F(535) ¼ 0.0074], and so on up
to [X ¼ 2035, F(2035) ¼ 1.000]. Note in Fig. 7, with an arith-
metic scale for percent, that you can see the function. A hori-
zontal line at height 0.025 will cut the curve between X ¼
535 and X ¼ 685, where the curve rises from 0.0074 to
0.0296. The full vertical distance is 0.0296 – 0.0074 ¼
0.0222, and the portion lacking is 0.0250 – 0.0074 ¼ 0.0176,
so this cut will occur at (0.0176/0.0222) 150 þ 535 ¼ 653.9
psi. The horizontal at 97.5% cuts the curve at 1419.5 psi.

1.15. “STEM AND LEAF” DIAGRAM
It is sometimes quick and convenient to construct a “stem
and leaf” diagram, which has the appearance of a histogram
turned on its side. This kind of diagram does not require
choosing explicit bin widths or boundaries.

The first step is to reduce the data to two or three-digit
numbers by (1) dropping constant initial or final digits, like
the final 0s in Table 1(a) or the initial 1s in Table 1(b);
(2) removing the decimal points; and, finally, (3) rounding
the results after (1) and (2), to two or three-digit numbers
we can call coded observations. For instance, if the initial 1s
and the decimal points in the data from Table 1(b) are
dropped, the coded observations run from 323 to 767, span-
ning 445 successive integers.

If 40 successive integers per class interval are chosen for
the coded observations in this example, there would be 12
intervals; if 30 successive integers, then 15 intervals; and if 20
successive integers, then 23 intervals. The choice of 12 or 23
intervals is outside of the recommended interval from 13 to
20. While either of these might nevertheless be chosen for
convenience, the flexibility of the stem and leaf procedure is
best shown by choosing 30 successive integers per interval,
perhaps the least convenient choice of the three possibilities.

Each of the resulting 15 class intervals for the coded
observations is distinguished by a first digit and a second.
The third digits of the coded observations do not indicate to
which intervals they belong and are therefore not needed to
construct a stem and leaf diagram in this case. But the first
digit may change (by 1) within a single class interval. For
instance, the first class interval with coded observations
beginning with 32, 33, or 34 may be identified by 3(234) and
the second class interval by 3(567), but the third class inter-
val includes coded observations with leading digits 38, 39,
and 40. This interval may be identified by 3(89)4(0). The

intervals, identified in this manner, are listed in the left col-
umn of Fig. 8. Each coded observation is set down in turn
to the right of its class interval identifier in the diagram
using as a symbol its second digit, in the order (from left to
right) in which the original observations occur in Table 1(b).

Despite the complication of changing some first digits
within some class intervals, this stem and leaf diagram is
quite simple to construct. In this particular case, the diagram
reveals “wings” at both ends of the diagram.

As this example shows, the procedure does not require
choosing a precise class interval width or boundary values.
At least as important is the protection against plotting and
counting errors afforded by using clear, simple numbers in
the construction of the diagram—a histogram on its side. For
further information on stem and leaf diagrams see [2].

1.16. “ORDERED STEM AND LEAF” DIAGRAM
AND BOX PLOT
In its simplest form, a box-and-whisker plot is a method of
graphically displaying the dispersion of a set of data. It is
defined by the following parts:

Median divides the data set into halves; that is, 50% of
the data are above the median and 50% of the data are below
the median. On the plot, the median is drawn as a line cutting
across the box. To determine the median, arrange the data in
ascending order:
• If the number of data points is odd, the median is the

middle-most point, or the X((nþ 1)/2) order statistic.
• If the number of data points is even, the average of two

middle points is the median, or the average of the X(n)

and X((nþ 2)/2) order statistics.
Lower quartile, or Q1, is the 25th percentile of the data. It is

determined by taking the median of the lower 50% of the data.
Upper quartile, or Q3, is the 75th percentile of the data. It is

determined by taking the median of the upper 50% of the data.
Interquartile range (IQR) is the distance between Q3

and Q1. The quartiles define the box in the plot.
Whiskers are the farthest points of the data (upper and

lower) not defined as outliers. Outliers are defined as any data
point greater than 1.5 times the IQR away from the median.
These points are typically denoted as asterisks in the plot.

First (and 

second) Digit Second Digits Only

3(234) 3 2 2 3 3
3(567) 7 7 7 5
3(89)4(0) 8 9 8
4(123) 2 2 3 3 2
4(456) 6 6 5 5 4 5 4 6
4(789) 7 9 8 7 8 7 7 9 7 9 7 7
5(012) 2 1 0 1 0 0
5(345) 5 3 3 3 3 4 5 5 5 3 4 3 3 5
5(678) 6 7 7 7 7 6 8 6 6 7 7 6
5(9)6(01) 0 0 0 0 9 0 0 1 0
6(234) 2 3 2 4 2 3 4 2 3 3 4
6(567) 6 7
6(89)7(0) 0 9
7(123) 3 1
7(456) 6 5 6 5

FIG. 8—Stem and leaf diagram of data from Table 1(b) with
groups based on triplets of first and second decimal digits.
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The stem and leaf diagram can be extended to one that
is ordered. The ordering pertains to the ascending sequence
of values within each “leaf.” The purpose of ordering the
leaves is to make the determination of the quartiles an easier
task. The quartiles are defined above and they are found by
the method discussed in Section 1.6.

In Fig. 8a, the quartiles for the data are bold and under-
lined. The quartiles are used to construct another graphic
called a box plot.

The “box” is formed by the 25th and 75th percentiles, the
center of the data is dictated by the 50th percentile (median),
and “whiskers” are formed by extending a line from either side
of the box to the minimum, X(1) point, and to the maximum,
X(n) point. Figure 8b shows the box plot for the data from
Table 1(b). For further information on box plots, see [2].

For this example, Q1 ¼ 1.4678, Q3 ¼ 1.6030, and the
median ¼ 1.540. The IQR is

Q3 �Q1 ¼ 1:6030� 1:4678 ¼ 0:1352

which leads to a computation of the whiskers, which esti-
mates the actual minimum and maximum values as

X̂ðnÞ ¼ 1:6030þ 1:5 � 0:1352ð Þ ¼ 1:8058

X̂ð1Þ ¼ 1:4678� 1:5 � 0:1352ð Þ ¼ 1:2650

which can be compared to the actual values of 1.767 and
1.323, respectively.

The information contained in the data may also be sum-
marized by presenting a tabular grouped frequency distribu-
tion, if the number of observations is large. A graphical
presentation of a distribution makes it possible to visualize
the nature and extent of the observed variation.

While some condensation is effected by presenting
grouped frequency distributions, further reduction is necessary
for most of the uses that are made of ASTM data. This need can
be fulfilled by means of a few simple functions of the observed
distribution, notably, the average and the standard deviation.

FUNCTIONS OF A FREQUENCY DISTRIBUTION

1.17. INTRODUCTION
In the problem of condensing and summarizing the informa-
tion contained in the frequency distribution of a sample of
observations, certain functions of the distribution are useful.
For some purposes, a statement of the relative frequency
within stated limits is all that is needed. For most purposes,
however, two salient characteristics of the distribution that
are illustrated in Fig. 9a are: (a) the position on the scale of
measurement—the value about which the observations have
a tendency to center, and (b) the spread or dispersion of the
observations about the central value.

A third characteristic of some interest, but of less impor-
tance, is the skewness or lack of symmetry—the extent to
which the observations group themselves more on one side
of the central value than on the other (see Fig. 9b).

A fourth characteristic is “kurtosis,” which relates to the
tendency for a distribution to have a sharp peak in the mid-
dle and excessive frequencies on the tails compared with the
normal distribution or, conversely, to be relatively flat in the
middle with little or no tails (see Fig. 10).

Several representative sample measures are available for
describing these characteristics, but by far the most useful
are the arithmetic mean X the standard deviation s, the
skewness factor g1, and the kurtosis factor g2—all algebraic
functions of the observed values. Once the numerical values
of these particular measures have been determined, the orig-
inal data may usually be dispensed with and two or more of
these values presented instead.

1.323 1.767
1.4678 1.60301.540

FIG. 8b—Box plot of data from Table 1(b).

First (and
second) Digit Second Digits Only

2 2 3 3 3
5 7 7 7
8 8 9
2 2 2 3 3
4 4 5 5 5 6 6 6
7 7 7 7 7 7 7 8 8 9 9 9
0 0 0 1 1 2
3 3 3 3 3 3 3 4 4 5 5 5 5 5
6 6 6 6 6 7 7 7 7 7 7 8
90 0 0 0 0 0 0 1 
2 2 2 2 3 3 3 3 4 4 4
6 7
90 
1 3

3(234)
3(567)
3(89)4(0)
4(123)
4(456)
4(789)
5(012)
5(345)
5(678)
5(9)6(01)
6(234)
6(567)
6(89)7(0)
7(123)
7(456) 5 5 6 6

FIG. 8a—Ordered stem and leaf diagram of data from Table 1(b)
with groups based on triplets of first and second decimal digits.
The 25th, 50th, and 75th quartiles are shown in bold type and are
underlined.

FIG. 9b—Illustration of a third characteristic of frequency
distributions—skewness, and particular values of skewness, g1.

FIG. 9a—Illustration of two salient characteristics of distributions—
position and spread.
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The four characteristics of the distribution of a sample
of observations just discussed are most useful when the
observations form a single heap with a single peak fre-
quency not located at either extreme of the sample values. If
there is more than one peak, a tabular or graphical represen-
tation of the frequency distribution conveys information that
the above four characteristics do not.

1.18. RELATIVE FREQUENCY
The relative frequency p within stated limits on the scale of
measurement is the ratio of the number of observations
lying within those limits to the total number of observations.

In practical work, this function has its greatest useful-
ness as a measure of fraction nonconforming, in which case
it is the fraction, p, representing the ratio of the number of
observations lying outside specified limits (or beyond a speci-
fied limit) to the total number of observations.

1.19. AVERAGE (ARITHMETIC MEAN)
The average (arithmetic mean) is the most widely used meas-
ure of central tendency. The term average and the symbol X
will be used in this Manual to represent the arithmetic mean
of a sample of numbers.

The average, X of a sample of n numbers, X1, X2, …, Xn,
is the sum of the numbers divided by n, that is

X ¼ X1 þ X2 þ � � � þ Xn

n
¼

Pn
i¼1

Xi

n
ð1Þ

where the expression R
n

i¼1
Xi means “the sum of all values of

X, from X1 to Xn, inclusive.”
Considering the n values of X as specifying the positions

on a straight line of n particles of equal weight, the average
corresponds to the center of gravity of the system. The aver-
age of a series of observations is expressed in the same units
of measurement as the observations; that is, if the observa-
tions are in pounds, the average is in pounds.

1.20. OTHER MEASURES OF CENTRAL
TENDENCY
The geometric mean, of a sample of n numbers, X1, X2,…,
Xn, is the nth root of their product, that is

geometric mean ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1X2 � � � Xn

n
p

ð2Þ
or
log (geometric mean)

¼ logX1 þ logX2 þ � � � þ logXn

n
ð3Þ

Equation 1.3, obtained by taking logarithms of both sides of
Eq 2, provides a convenient method for computing the geo-
metric mean using the logarithms of the numbers.

Note
The distribution of some quality characteristics is such
that a transformation, using logarithms of the observed
values, gives a substantially normal distribution. When this
is true, the transformation is distinctly advantageous for
(in accordance with Section 1.29) much of the total infor-
mation can be presented by two functions, the average, X
and the standard deviation, s, of the logarithms of the
observed values. The problem of transformation is, how-
ever, a complex one that is beyond the scope of this
Manual [7].

The median of the frequency distribution of n numbers
is the middlemost value.

The mode of the frequency distribution of n numbers is
the value that occurs most frequently. With grouped data, the
mode may vary due to the choice of the interval size and the
starting points of the bins.

1.21. STANDARD DEVIATION
The standard deviation is the most widely used measure of
dispersion for the problems considered in PART 1 of the
Manual.

For a sample of n numbers, X1, X2…, Xn, the sample
standard deviation is commonly defined by the formula

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX1 � XÞ2 þ ðX2 � XÞ2 þ � � � þ ðXn � XÞ2

n� 1

s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1
ðXi � XÞ2

n� 1

vuuut
ð4Þ

where X is defined by Eq 1. The quantity s2 is called the
sample variance.

The standard deviation of any series of observations is
expressed in the same units of measurement as the observa-
tions; that is, if the observations are in pounds, the standard
deviation is in pounds. (Variances would be measured in
pounds squared.)

A frequently more convenient formula for the computa-
tion of s is

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1

X2
i �

Pn

i¼1
Xi

� �2

n

n� 1

vuuuuut
ð5Þ

but care must be taken to avoid excessive rounding error
when n is larger than s.

Note
A useful quantity related to the standard deviation is the
root-mean-square deviation

sðrmsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

X � X
� �2

n

vuuut
¼ s

ffiffiffiffiffiffiffiffiffiffiffiffi
n� 1

n

r
ð6Þ

1.22. OTHER MEASURES OF DISPERSION
The coefficient of variation, cv, of a sample of n numbers, is
the ratio (sometimes the coefficient is expressed as a

FIG. 10—Illustration of the kurtosis of a frequency distribution
and particular values of g2.
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percentage) of their standard deviation, s, to their average
X: It is given by

cv ¼ s
X

ð7Þ

The coefficient of variation is an adaptation of the standard
deviation, which was developed by Prof. Karl Pearson to
express the variability of a set of numbers on a relative scale
rather than on an absolute scale. It is thus a dimensionless
number. Sometimes it is called the relative standard devia-
tion, or relative error.

The average deviation of a sample of n numbers, X1,
X2, …, Xn, is the average of the absolute values of the devia-
tions of the numbers from their average X that is

average deviation ¼

Pn
i¼1
jXi � Xj

n
ð8Þ

where the symbol || denotes the absolute value of the quan-
tity enclosed.

The range R of a sample of n numbers is the difference
between the largest number and the smallest number of the
sample. One computes R from the order statistics as R ¼
X(n) – X(1). This is the simplest measure of dispersion of a
sample of observations.

1.23. SKEWNESS—g1
A useful measure of the lopsidedness of a sample frequency
distribution is the coefficient of skewness g1.

The coefficient of skewness g1, of a sample of n num-
bers, X1, X2, …, Xn, is defined by the expression g1 ¼ k3/s

3.
Where k3 is the third k-statistic as defined by R. A. Fisher.
The k-statistics were devised to serve as the moments of
small sample data. The first moment is the mean, the second
is the variance, and the third is the average of the cubed
deviations and so on. Thus, k1 ¼ X , k2 ¼ s2,

k3 ¼
n
P

Xi � X
� �3

n� 1ð Þ n� 2ð Þ ð9Þ

Notice that when n is large

g1 ¼

Pn
i¼1
ðXi � XÞ3

ns3
ð10Þ

This measure of skewness is a pure number and may be
either positive or negative. For a symmetrical distribution, g1
is zero. In general, for a nonsymmetrical distribution, g1 is
negative if the long tail of the distribution extends to the left,
toward smaller values on the scale of measurement, and is
positive if the long tail extends to the right, toward larger
values on the scale of measurement. Figure 9 shows three
unimodal distributions with different values of g1.

1.23A. KURTOSIS—g2
The peakedness and tail excess of a sample frequency distribu-
tion are generally measured by the coefficient of kurtosis g2.

The coefficient of kurtosis g2 for a sample of n num-
bers, X1, X2, …, Xn, is defined by the expression g2 ¼ k4/s

4

and

k4 ¼
n nþ 1ð Þ

P
Xi � X
� �4

n� 1ð Þ n� 2ð Þ n� 3ð Þ �
3 n� 1ð Þ2s4

n� 2ð Þ n� 3ð Þ ð11Þ

Notice that when n is large

g2 ¼

Pn
i¼1

X1 � X
� �4

ns4
� 3 ð12Þ

Again, this is a dimensionless number and may be either
positive or negative. Generally, when a distribution has a
sharp peak, thin shoulders, and small tails relative to the
bell-shaped distribution characterized by the normal distri-
bution, g2 is positive. When a distribution is flat-topped
with fat tails, relative to the normal distribution, g2 is nega-
tive. Inverse relationships do not necessarily follow. We
cannot definitely infer anything about the shape of a distri-
bution from knowledge of g2 unless we are willing to
assume some theoretical curve, say a Pearson curve, as
being appropriate as a graduation formula (see Fig. 14 and
Section 1.30). A distribution with a positive g2 is said to be
leptokurtic. One with a negative g2 is said to be platykurtic.
A distribution with g2 ¼ 0 is said to be mesokurtic. Fig-
ure 10 gives three unimodal distributions with different
values of g2.

1.24. COMPUTATIONAL TUTORIAL
The method of computation can best be illustrated with an
artificial example for n ¼ 4 with X1 ¼ 0, X2 ¼ 4, X3 ¼ 0, and
X4 ¼ 0. First verify that X ¼ 1. The deviations from this
mean are found as –1, 3, –1, and –1. The sum of the squared
deviations is thus 12 and s2 ¼ 4. The sum of cubed devia-
tions is –1 þ 27 – 1 – 1 ¼ 24, and thus k3 ¼ 16. Now we
find g1 ¼ 16/8 ¼ 2. Verify that g2 ¼ 4. Since both g1 and g2
are positive, we can say that the distribution is both skewed
to the right and leptokurtic relative to the normal
distribution.

Of the many measures that are available for describing
the salient characteristics of a sample frequency distribution,
the average X , the standard deviation s, the skewness g1,
and the kurtosis g2, are particularly useful for summarizing
the information contained therein. So long as one uses them
only as rough indications of uncertainty we list approximate
sampling standard deviations of the quantities X , s2, g1, and
g2, as

SE X
� �
¼ s
� ffiffiffi

n
p

;

SEðs2Þ¼ s2
ffiffiffiffiffiffiffiffiffiffiffiffi
2

n� 1

r

SE sð Þ¼ s
. ffiffiffiffiffiffi

2n
p

;

SE g1ð Þ¼
ffiffiffiffiffiffiffiffi
6=n

p
; and

SE g2ð Þ¼
ffiffiffiffiffiffiffiffiffiffiffi
24=n

p
; respectively

ð13Þ

When using a computer software calculation, the
ungrouped whole number distribution values will lead to
less rounding off in the printed output and are simple to
scale back to original units. The results for the data from
Table 2 are given in Table 6.

AMOUNT OF INFORMATION CONTAINED IN p,
X, s, g1, AND g2

1.25. SUMMARIZING THE INFORMATION
Given a sample of n observations, X1, X2, X3, …, Xn, of some
quality characteristic, how can we present concisely
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information by means of which the observed distribution
can be closely approximated, that is, so that the percentage
of the total number, n, of observations lying within any
stated interval from, say, X ¼ a to X ¼ b, can be
approximated?

The total information can be presented only by giving
all of the observed values. It will be shown, however, that
much of the total information is contained in a few simple
functions—notably the average X , the standard deviation s,
the skewness g1, and the kurtosis g2.

1.26. SEVERAL VALUES OF RELATIVE
FREQUENCY, p
By presenting, say, 10 to 20 values of relative frequency p,
corresponding to stated bin intervals and also the number n
of observations, it is possible to give practically all of the
total information in the form of a tabular grouped fre-
quency distribution. If the ungrouped distribution has any
peculiarities, however, the choice of bins may have an
important bearing on the amount of information lost by
grouping.

1.27. SINGLE PERCENTILE OF RELATIVE
FREQUENCY, Qp
If we present but a percentile value, Qp, of relative fre-
quency p, such as the fraction of the total number of
observed values falling outside of a specified limit and also
the number n of observations, the portion of the total infor-
mation presented is very small. This follows from the fact
that quite dissimilar distributions may have identically the
same percentile value as illustrated in Fig. 11.

Note
For the purposes of PART 1 of this Manual, the curves of
Figs. 11 and 12 may be taken to represent frequency histo-
grams with small bin widths and based on large samples. In
a frequency histogram, such as that shown at the bottom of

Fig. 5, let the percentage relative frequency between any two
bin boundaries be represented by the area of the histogram
between those boundaries, the total area being 100%.
Because the bins are of uniform width, the relative fre-
quency in any bin is then proportional to the height of that
bin and may be read on the vertical scale to the right.

If the sample size is increased and the bin width is
reduced, a histogram in which the relative frequency is
measured by area approaches as a limit the frequency distri-
bution of the population, which in many cases can be repre-
sented by a smooth curve. The relative frequency between
any two values is then represented by the area under the
curve and between ordinates erected at those values.
Because of the method of generation, the ordinate of the
curve may be regarded as a curve of relative frequency den-
sity. This is analogous to the representation of the variation
of density along a rod of uniform cross section by a smooth
curve. The weight between any two points along the rod is
proportional to the area under the curve between the two
ordinates and we may speak of the density (that is, weight
density) at any point but not of the weight at any point.

1.28. AVERAGE X ONLY
If we present merely the average, X and number, n, of obser-
vations, the portion of the total information presented is
very small. Quite dissimilar distributions may have identi-
cally the same value of X as illustrated in Fig. 12.

In fact, no single one of the five functions, Qp, X , s, g1,
or g2, presented alone, is generally capable of giving much
of the total information in the original distribution. Only by
presenting two or three of these functions can a fairly com-
plete description of the distribution generally be made.

An exception to the above statement occurs when
theory and observation suggest that the underlying law of
variation is a distribution for which the basic characteristics
are all functions of the mean. For example, “life” data
“under controlled conditions” sometimes follow a negative
exponential distribution. For this, the cumulative relative fre-
quency is given by the equation

FðXÞ ¼ 1� e�x=h 0 < X <1 ð14Þ

TABLE 6—Summary Statistics for Three Sets of Data

Data Sets X s g1 g2

Transverse strength, psi 999.8 201.8 0.611 2.567

Weight of coating, oz/ft2 1.535 0.1038 0.013 �0.291

Breaking strength, lb 573.2 4.826 1.419 1.797

FIG. 11—Quite different distributions may have the same percen-
tile value of p, fraction of total observations below specified
limit. FIG. 12—Quite different distributions may have the same average.
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This is a single parameter distribution for which the
mean and standard deviation both equal h. That the negative
exponential distribution is the underlying law of variation
can be checked by noting whether values of 1 – F(X) for the
sample data tend to plot as a straight line on ordinary semi-
logarithmic paper. In such a situation, knowledge of X will,
by taking h ¼ X in Eq. 14 and using tables of the exponential
function, yield a fitting formula from which estimates can
be made of the percentage of cases lying between any two
specified values of X. Presentation of X and n is sufficient in
such cases provided they are accompanied by a statement
that there are reasons to believe that X has a negative expo-
nential distribution.

1.29. AVERAGE X AND STANDARD
DEVIATION s
These two functions contain some information even if noth-
ing is known about the form of the observed distribution,
and contain much information when certain conditions are
satisfied. For example, more than 1 – 1/k2 of the total num-
ber n of observations lie within the closed interval X ± ks
(where k is not less than 1).

This is Chebyshev’s inequality and is shown graphically
in Fig. 13. The inequality holds true of any set of finite num-
bers regardless of how they were obtained. Thus, if X and s
are presented, we may say at once that more than 75% of
the numbers lie within the interval X ± 2s; stated in another
way, less than 25% of the numbers differ from X by more
than 2s. Likewise, more than 88.9% lie within the interval
X ± 3s, etc. Table 7 indicates the conformance with Cheby-
shev’s inequality of the three sets of observations given in
Table 1.

To determine approximately just what percentages of
the total number of observations lie within given limits, as
contrasted with minimum percentages within those limits,
requires additional information of a restrictive nature. If we
present X , s, and n, and are able to add the information
“data obtained under controlled conditions,” then it is

possible to make such estimates satisfactorily for limits
spaced equally above and below X .

What is meant technically by “controlled conditions” is
discussed by Shewhart [1] and is beyond the scope of this
Manual. Among other things, the concept of control includes
the idea of homogeneous data—a set of observations result-
ing from measurements made under the same essential con-
ditions and representing material produced under the same
essential conditions. It is sufficient for present purposes to
point out that if data are obtained under “controlled con-
ditions,” it may be assumed that the observed frequency dis-
tribution can, for most practical purposes, be graduated by
some theoretical curve say, by the normal law or by one of
the non-normal curves belonging to the system of frequency
curves developed by Karl Pearson. (For an extended discus-
sion of Pearson curves, see [4].) Two of these are illustrated
in Fig. 14.

The applicability of the normal law rests on two con-
verging arguments. One is mathematical and proves that the
distribution of a sample mean obeys the normal law no mat-
ter what the shape of the distributions are for each of the
separate observations. The other is that experience with
many, many sets of data show that more of them approxi-
mate the normal law than any other distribution. In the field
of statistics, this effect is known as the central limit theorem.

FIG. 13—Percentage of the total observations lying within the
interval �x � ks that always exceeds the percentage given on this
chart.

TABLE 7—Comparison of Observed Percentages and Chebyshev’s Minimum Percentages of the
Total Observations Lying within Given Intervals

Interval, X ± ks

Chebyshev’s Minimum Observed Percentagesa

Observations Lying within the Given
Interval X ± ks

Data of Table 1(a)
(n = 270)

Data of Table 1(b)
(n = 100)

Data of Table 1(c)
(n = 10)

X ± 2.0s 75.0 96.7 94 90

X ± 2.5s 84.0 97.8 100 90

X ± 3.0s 88.9 98.5 100 100

a Data from Table 1(a): X ¼ 1,000, s ¼ 202; data from Table 1(b): X ¼ 1.535, s ¼ 0.105; data from Table 1(c): X ¼ 573.2, s ¼ 4.58.

FIG. 14—A frequency distribution of observations obtained under
controlled conditions will usually have an outline that conforms
to the normal law or a non-normal Pearson frequency curve.
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Supposing a smooth curve plus a gradual approach to
the horizontal axis at one or both sides derived the Pearson
system of curves. The normal distribution’s fit to the set of
data may be checked roughly by plotting the cumulative
data on normal probability paper (see Section 1.13). Some-
times if the original data do not appear to follow the normal
law, some transformation of the data, such as log X, will be
approximately normal.

Thus, the phrase “data obtained under controlled con-
ditions” is taken to be the equivalent of the more mathemati-
cal assertion that “the functional form of the distribution
may be represented by some specific curve.” However, con-
formance of the shape of a frequency distribution with some
curve should by no means be taken as a sufficient criterion
for control.

Generally for controlled conditions, the percentage of
the total observations in the original sample lying within the
interval X � ks may be determined approximately from the
chart of Fig. 15, which is based on the normal law integral.
The approximation may be expected to be better the larger
the number of observations. Table 8 compares the observed
percentages of the total number of observations lying within
several symmetrical intervals about X with those estimated
from a knowledge of X and s, for the three sets of observa-
tions given in Table 1.

1.30. AVERAGE X STANDARD DEVIATION s,
SKEWNESS g1, AND KURTOSIS g2
If the data are obtained under “controlled conditions” and if
a Pearson curve is assumed appropriate as a graduation

formula, the presentation of g1 and g2 in addition to X and s
will contribute further information. They will give no imme-
diate help in determining the percentage of the total obser-
vations lying within a symmetrical interval about the average
X that is, in the interval of X ± ks. What they do is to help in
estimating observed percentages (in a sample already taken)
in an interval whose limits are not equally spaced above and
below X .

If a Pearson curve is used as a graduation formula,
some of the information given by g1 and g2 may be obtained
from Table 9, which is taken from Table 42 of the Biome-
trika Tables for Statisticians. For b1 ¼ g21 and b2 ¼ g2 þ 3,
this table gives values of kL for use in estimating the lower
2.5% of the data and values of kU for use in estimating the
upper 2.5 percentage point. More specifically, it may be esti-
mated that 2.5% of the cases are less than X � kLs and 2.5%
are greater than X þ kUs. Put another way, it may be esti-
mated that 95% of the cases are between X � kLs and
X þ kUs.

Table 42 of the Biometrika Tables for Statisticians also
gives values of kL and kU for 0.5, 1.0, and 5.0 percentage
points.

Example
For a sample of 270 observations of the transverse strength
of bricks, the sample distribution is shown in Fig. 5. From
the sample values of g1 ¼ 0.61 and g2 ¼ 2.57, we take b1 ¼
g1

2 ¼ (0.61)2 ¼ 0.37 and b2 ¼ g2 þ 3 ¼ 2.57 þ 3 ¼ 5.57.
Thus, from Tables 9(a) and 9(b), we may estimate that
approximately 95% of the 270 cases lie between X � kLs
and X þ kUs, or between 1,000 – 1.801 (201.8) ¼ 636.6 and
1,000 þ 2.17 (201.8) ¼ 1,437.7. The actual percentage of the
270 cases in this range is 96.3% [see Table 2(a)].

Notice that using just X � 1:96s gives the interval 604.3
to 1,395.3, which actually includes 95.9% of the cases versus
a theoretical percentage of 95%. The reason we prefer the
Pearson curve interval arises from knowing that the g1 ¼
0.63 value has a standard error of 0.15 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
6=270

p� 	
and is

thus about four standard errors above zero. That is, if future
data come from the same conditions, it is highly probable
that they will also be skewed. The 604.3 to 1,395.3 interval is
symmetrical about the mean, while the 636.6 to 1,437.7
interval is offset in line with the anticipated skewness. Recall

FIG. 15—Normal law integral diagram giving percentage of total
area under normal law curve falling within the range l ± kr. This
diagram is also useful in probability and sampling problems,
expressing the upper (percentage) scale values in decimals to
represent “probability.”

TABLE 8—Comparison of Observed Percentages and Theoretical Estimated Percentages of the
Total Observations Lying within Given Intervals

Interval, X ± ks

Theoretical Estimated Percentagesa of Total
Observations Observed Percentages

Lying within the Given Interval X ± Ks
Data of Table 1(a)
(n = 270)

Data of Table 1(b)
(n = 100)

Data of Table 1(c)
(n = 10)

X ± 0.6745s 50.0 52.2 54 70

X ± 1.0s 68.3 76.3 72 80

X ± 1.5s 86.6 89.3 84 90

X ± 2.0s 95.5 96.7 94 90

X ± 2.5s 98.7 97.8 100 90

X ± 3.0s 99.7 98.5 100 100

a Use Fig. 1.15 with X and s as estimates of l and r.
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TABLE 9—Lower and Upper 2.5 Percentage Points kL and ku of the Standardized Deviate
(X–l)/r, Given by Pearson Frequency Curves for Designated Values of b1 (Estimated as Equal to
g2

1) and b2 (Estimated as Equal to g2 + 3)

b1/b2 0.00 0.01 0.03 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

(a)
Lowera kL

1.8 1.65 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.0 1.76 1.68 1.62 1.56 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.2 1.83 1.76 1.71 1.66 1.57 1.49 1.41 . . . . . . . . . . . . . . . . . . . . . . . .

2.4 1.88 1.82 1.77 1.73 1.65 1.58 1.51 1.39 . . . . . . . . . . . . . . . . . . . . .

2.6 1.92 1.86 1.82 1.78 1.71 1.64 1.58 1.47 1.37 . . . . . . . . . . . . . . . . . .

2.8 1.94 1.89 1.85 1.82 1.76 1.70 1.65 1.55 1.45 1.35 . . . . . . . . . . . . . . .

3.0 1.96 1.91 1.87 1.84 1.79 1.74 1.69 1.60 1.52 1.42 1.33 . . . . . . . . . . . .

3.2 1.97 1.93 1.89 1.86 1.81 1.77 1.72 1.65 1.57 1.49 1.40 1.32 1.24 . . . . . .

3.4 1.98 1.94 1.90 1.88 1.83 1.79 1.75 1.68 1.61 1.54 1.46 1.39 1.31 1.23 . . .

3.6 1.99 1.95 1.91 1.89 1.85 1.81 1.77 1.71 1.65 1.58 1.51 1.44 1.38 1.30 1.23

3.8 1.99 1.95 1.92 1.90 1.86 1.82 1.79 1.73 1.67 1.62 1.56 1.49 1.43 1.36 1.29

4.0 1.99 1.96 1.93 1.91 1.87 1.84 1.81 1.75 1.70 1.64 1.59 1.53 1.47 1.41 1.35

4.2 2.00 1.96 1.93 1.91 1.88 1.84 1.82 1.76 1.72 1.67 1.62 1.56 1.51 1.45 1.40

4.4 2.00 1.96 1.94 1.92 1.88 1.85 1.83 1.78 1.73 1.69 1.64 1.59 1.54 1.49 1.44

4.6 2.00 1.96 1.94 1.92 1.89 1.86 1.83 1.79 1.75 1.70 1.66 1.62 1.57 1.52 1.47

4.8 2.00 1.97 1.94 1.93 1.89 1.87 1.84 1.80 1.76 1.72 1.68 1.64 1.59 1.55 1.50

5.0 2.00 1.97 1.94 1.93 1.90 1.87 1.85 1.81 1.77 1.73 1.69 1.65 1.61 1.57 1.53

(b)
Upper kL

1.8 1.65 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.0 1.76 1.82 1.86 1.89 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.2 1.83 1.89 1.93 1.96 2.00 2.04 2.06 . . . . . . . . . . . . .... .... . . . . . .

2.4 1.88 1.94 1.98 2.01 2.05 2.08 2.11 2.15 . . . . . . . . . . . . . . . . . . . . .

2.6 1.92 1.97 2.01 2.03 2.08 2.11 2.14 2.18 2.22 . . . . . . . . . . . . . . . . . .

2.8 1.94 1.99 2.03 2.05 2.09 2.13 2.15 2.20 2.24 2.27 . . . . . . . . . . . . . . .

3.0 1.96 2.01 2.04 2.06 2.10 2.13 2.16 2.21 2.25 2.28 2.32 . . . . . . . . . . . .

3.2 1.97 2.02 2.05 2.07 2.11 2.14 2.16 2.21 2.25 2.29 2.32 2.35 2.38 . . . . . .

3.4 1.98 2.02 2.05 2.07 2.11 2.14 2.16 2.21 2.25 2.28 2.32 2.35 2.38 2.41 . . .

3.6 1.99 2.02 2.05 2.07 2.11 2.14 2.16 2.20 2.24 2.28 2.31 2.34 2.37 2.41 2.44

3.8 1.99 2.03 2.05 2.07 2.11 2.13 2.16 2.20 2.24 2.27 2.30 2.33 2.36 2.40 2.43

4.0 1.99 2.03 2.05 2.07 2.11 2.13 2.15 2.19 2.23 2.26 2.29 2.32 2.35 2.38 2.41

4.2 2.00 2.03 2.05 2.07 2.10 2.13 2.15 2.19 2.22 2.25 2.28 2.31 2.34 2.37 2.40

4.4 2.00 2.03 2.05 2.07 2.10 2.13 2.15 2.18 2.22 2.25 2.28 2.31 2.33 2.36 2.39

4.6 2.00 2.03 2.05 2.07 2.10 2.12 2.14 2.18 2.21 2.24 2.27 2.30 2.32 2.35 2.38

4.8 2.00 2.03 2.05 2.07 2.10 2.12 2.14 2.17 2.21 2.23 2.26 2.29 2.31 2.34 2.36

5.0 2.00 2.03 2.05 2.07 2.09 2.12 2.14 2.17 2.20 2.23 2.25 2.28 2.30 2.33 2.35

Notes. This table was reproduced from Biometrika Tables for Statisticians, Vol 1, p. 207, with the kind permission of the Biometrika Trust. The Biometrika
Tables also give the lower and upper 0.5, 1.0, and 5 percentage points. Use for a large sample only, say n � 250. Take l ¼ X and r ¼ s.
a When g1 > 0, the skewness is taken to be positive, and the deviates for the lower percentage points are negative.
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that the interval based on the order statistics was 657.8 to
1,400 and that from the cumulative frequency distribution
was 653.9 to 1,419.5.

When computing the median, all methods will give
essentially the same result but we need to choose among the
methods when estimating a percentile near the extremes of
the distribution.

As a first step, one should scan the data to assess its
approach to the normal law. We suggest dividing g1 and g2
by their standard errors and, if either ratio exceeds 3, then
look to see if there is an outlier. An outlier is an observa-
tion so small or so large that there are no other observa-
tions near it. A glance at Fig. 2 suggests the presence of
outliers. This finding is reinforced by the kurtosis coeffi-
cient g2 ¼ 2.567 of Table 6 because its ratio is well above 3
at 8.6 [¼ 2.567/

p
(24/270)].

An outlier may be so extreme that persons familiar with
the measurements can assert that such extreme values will
not arise in the future under ordinary conditions. For exam-
ple, outliers can often be traced to copying errors or reading
errors or other obvious blunders. In these cases, it is good
practice to discard such outliers and proceed to assess
normality.

If n is very large, say n > 10,000, then use the percentile
estimator based on the order statistics. If the ratios are both
below 3, then use the normal law for smaller sample sizes. If
n is between 1,000 and 10,000 but the ratios suggest skew-
ness and/or kurtosis, then use the cumulative frequency
function. For smaller sample sizes and evidence of skewness
and/or kurtosis, use the Pearson system curves. Obviously,
these are rough guidelines and the user must adapt them to
the actual situation by trying alternative calculations and
then judging the most reasonable.

Note on Tolerance Limits
In Sections 1.33 and 1.34, the percentages of X values esti-
mated to be within a specified range pertain only to the
given sample of data which is being represented succinctly
by selected statistics, X; s, etc. The Pearson curves used to
derive these percentages are used simply as graduation for-
mulas for the histogram of the sample data. The aim of Sec-
tions 1.33 and 1.34 is to indicate how much information
about the sample is given by X; s, g1, and g2. It should be
carefully noted that in an analysis of this kind the selected
ranges of X and associated percentages are not to be con-
fused with what in the statistical literature are called
“tolerance limits.”

In statistical analysis, tolerance limits are values on the
X scale that denote a range which may be stated to contain
a specified minimum percentage of the values in the popula-
tion there being attached to this statement a coefficient indi-
cating the degree of confidence in its truth. For example,
with reference to a random sample of 400 items, it may be
said, with a 0.91 probability of being right, that 99% of the
values in the population from which the sample came will

be in the interval X(400) – X(1) where X(400) and X(1) are,
respectively, the largest and smallest values in the sample. If
the population distribution is known to be normal, it might
also be said, with a 0.90 probability of being right, that 99%
of the values of the population will lie in the interval
X � 2:703s: Further information on statistical tolerances of
this kind is presented elsewhere [5,6,8].

1.31. USE OF COEFFICIENT OF VARIATION
INSTEAD OF THE STANDARD DEVIATION
So far as quantity of information is concerned, the presenta-
tion of the sample coefficient of variation, cv, together with
the average, X; is equivalent to presenting the sample stand-
ard deviation, s, and the average, X; because s may be com-
puted directly from the values of cv ¼ s

�
X and X . In fact,

the sample coefficient of variation (multiplied by 100) is
merely the sample standard deviation, s, expressed as a per-
centage of the average, X . The coefficient of variation is
sometimes useful in presentations whose purpose is to com-
pare variabilities, relative to the averages, of two or more dis-
tributions. It is also called the relative standard deviation
(RSD), or relative error. The coefficient of variation should
not be used over a range of values unless the standard devia-
tion is strictly proportional to the mean within that range.

Example 1
Table 10 presents strength test results for two different mate-
rials. It can be seen that whereas the standard deviation for
material B is less than the standard deviation for material A,
the latter shows the greater relative variability as measured
by the coefficient of variation.

The coefficient of variation is particularly applicable in
reporting the results of certain measurements where the var-
iability, r, is known or suspected to depend on the level of
the measurements. Such a situation may be encountered
when it is desired to compare the variability (a) of physical
properties of related materials usually at different levels,
(b) of the performance of a material under two different test
conditions, or (c) of analyses for a specific element or com-
pound present in different concentrations.

Example 2
The performance of a material may be tested under widely
different test conditions as for instance in a standard life test
and in an accelerated life test. Further, the units of measure-
ment of the accelerated life tester may be in minutes and of
the standard tester, in hours. The data shown in Table 11
indicate essentially the same relative variability of perform-
ance for the two test conditions.

1.32. GENERAL COMMENT ON OBSERVED
FREQUENCY DISTRIBUTIONS OF A SERIES
OF ASTM OBSERVATIONS
Experience with frequency distributions for physical charac-
teristics of materials and manufactured products prompts

TABLE 10—Strength Test Results

Material Number of Observations, n Average Strength, lb, X Standard Deviation, lb, s Coefficient Of Variation, % cv

A 160 1,100 225 20.4

B 150 800 200 25.0
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the committee to insert a comment at this point. We have
yet to find an observed frequency distribution of over 100
observations of a quality characteristic and purporting to
represent essentially uniform conditions, that has less than
96% of its values within the range X ± 3s. For a normal dis-
tribution, 99.7% of the cases should theoretically lie between
l ± 3r as indicated in Fig. 15.

Taking this as a starting point and considering the fact
that in ASTM work the intention is, in general, to avoid
throwing together into a single series data obtained under
widely different conditions—different in an important sense
in respect to the characteristic under inquiry—we believe that
it is possible, in general, to use the methods indicated in Sec-
tions 1.33 and 1.34 for making rough estimates of the
observed percentages of a frequency distribution, at least for
making estimates (per Section 1.33) for symmetrical ranges
around the average, that is, X ± ks. This belief depends, to
be sure, on our own experience with frequency distributions
and on the observation that such distributions tend, in gen-
eral, to be unimodal—to have a single peak—as in Fig. 14.

Discriminate use of these methods is, of course, pre-
sumed. The methods suggested for controlled conditions
could not be expected to give satisfactory results if the par-
ent distribution were one like that shown in Fig. 16—a
bimodal distribution representing two different sets of condi-
tions. Here, however, the methods could be applied sepa-
rately to each of the two rational subgroups of data.

1.33. SUMMARY—AMOUNT OF INFORMATION
CONTAINED IN SIMPLE FUNCTIONS OF
THE DATA
The material given in Sections 1.24 to 1.32, inclusive, may be
summarized as follows:
1. If a sample of observations of a single variable is

obtained under controlled conditions, much of the total
information contained therein may be made available
by presenting four functions—the average X; the stand-
ard deviation, s, the skewness, g1 the kurtosis, g2 and the
number n, of observations. Of the four functions, X and
s contribute most; g1 and g2 contribute in accord with
how small or how large are their standard errors,
namely

ffiffiffiffiffiffiffiffi
6=n

p
and

ffiffiffiffiffiffiffiffiffiffiffi
24=n

p
.

2. The average, X; and the standard deviation, s, give some
information even for data that are not obtained under
controlled conditions.

3. No single function, such as the average, of a sample of
observations is capable of giving much of the total infor-
mation contained therein unless the sample is from a
universe that is itself characterized by a single parame-
ter. To be confident, the population that has this charac-
teristic will usually require much previous experience
with the kind of material or phenomenon under study.
Just what functions of the data should be presented, in

any instance, depends on what uses are to be made of the
data. This leads to a consideration of what constitutes the
“essential information.”

THE PROBABILITY PLOT

1.34. INTRODUCTION
A probability plot is a graphical device used to assess
whether or not a set of data fits an assumed distribution. If
a particular distribution does fit a set of data, the resulting
plot may be used to estimate percentiles from the assumed
distribution and even to calculate confidence bounds for
those percentiles. To prepare and use a probability plot, a
distribution is first assumed for the variable being studied.
Important distributions that are used for this purpose
include the normal, lognormal, exponential, Weibull, and
extreme value distributions. In these cases, special probabil-
ity “paper” is needed for each distribution. These are readily
available, or their construction is available in a wide variety
of software packages. The utility of a probability plot lies in
the property that the sample data will generally plot as a
straight line given that the assumed distribution is true.
From this property, it is used as an informal and graphic
hypothesis test that the sample arose from the assumed dis-
tribution. The underlying theory will be illustrated using the
normal and Weibull distributions.

1.35. NORMAL DISTRIBUTION CASE
Given a sample of n observations assumed to come from a
normal distribution with unknown mean and standard devia-
tion (l and r), let the variable be y and the order statistics
be y(1), y(2), … y(n), see Section 1.6 for a discussion of empiri-
cal percentiles and order statistics. Associate the order statis-
tics with certain quantiles, as described below, of the
standard normal distribution. Let U(z) be the standard nor-
mal cumulative distribution function. Plot the order statis-
tics, y(i) values, against the inverse standard normal
distribution function, z ¼ U–1(p), evaluated at p ¼ i/(n þ 1),
where i ¼ 1, 2, 3, … n. The fraction p is referred to as the
“rank at position i” or the “plotting position at position i.”
We choose this form for p because i/(n þ 1) is the expected
fraction of a population lying below the order statistic y(i) in
any sample of size n, from any distribution. The values for
i/(n þ 1) are called mean ranks.

TABLE 11—Data for Two Test Conditions

Test Condition Number of Specimens, n Average Life, r Standard Deviation, s Coefficient Of Variation, cm, %

A 50 14 h 4.2 h 30.0

B 50 80 min 23.2 min 29.0

FIG. 16—A bimodal distribution arising from two different sys-
tems of causes.
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Several alternative rank formulas are in use. The mer-
its of each of several commonly found rank formulas are
discussed in reference [9]. In this discussion we use the
mean rank p ¼ i/(n þ 1) for its simplicity and ease of cal-
culation. See the section on empirical percentiles for a
graphical justification of this type of plotting position. A
short table of commonly used plotting positions is shown
in Table 12.

For the normal distribution, when the order statistics
are potted as described above, the resulting linear relation-
ship is:

yðiÞ ¼ lþ U�1ðpÞr ð15Þ

For example, when a sample of n ¼ 5 is used, the z
values to use are –0.967, –0.432, 0, 0.432, and 0.967. Notice
that the z values will always be symmetrical because of the
symmetry of the normal distribution about the mean. With
the five sample values, form the ordered pairs (y(i), z(i))
and plot these on ordinary coordinate paper. If the normal
distribution assumption is true, the points will plot as an
approximate straight line. The method of least squares
may also be used to fit a line through the paired points
[10]. When this is done, the slope of the line will approxi-
mate the standard deviation and the y intercept will
approximate the mean. Such a plot is called a normal proba-
bility plot.

In practice, it is more common to find the y values plot-
ted on the horizontal axis, and the cumulative probability
plotted instead of the z values. With this type of plot, the ver-
tical (probability) axis will not have a linear scale. For this
practice, special normal probability paper or widely avail-
able software is in use.

Illustration 1
The following data are n ¼ 14 case depth measurements
from hardened carbide steel inserts used to secure adjoining
components used in aerospace manufacture. The data are
arranged with the associated steps for computing the plot-
ting positions. Units for depth are in mills.

In Table 13, y represents the data as obtained; y(i) repre-
sents the order statistics, i is the order number, p ¼ i/(14 þ 1)
and z(i) ¼ U�1(p). These data are used to create a simple
type of normal probability plot. With probability paper (or
using available software, such as Minitab¤2), the plot gener-
ates appropriate transformations and indicates probability
on the vertical axis and the variable y in the horizontal axis.
Figure 17 using Minitab shows this result for the data in
Table 13.

It is clear, in this case, that these data appear to follow
the normal distribution. The regression of z on y would
show a total sum of squares of 22.521. This is the numerator
in the sample variance formula with 13 degrees of freedom.
Software packages do not generally use the graphical esti-
mate of the standard deviation for normal plots. Here we

TABLE 12—List of Selected Plotting Positions

Type of Rank Formula, p

Herd-Johnson formula
(mean rank)

i/(n þ 1)

Exact median rank The median value of a beta
distribution with parameters
i and n – i þ 1

Median rank approximation
formula

(i – 0.3)/(n þ 0.4)

Kaplan-Meier (modified) (i – 0.5)/n

Modal position (i – 1)/(n – 1), i > 1

Blom’s approximation for a
normal distribution

(i – 0.375)/(n þ 0.25)

TABLE 13—Case Depth Data–Normal
Distribution Example

y y(i) i p z(i)

100.2 97.4 1 0.0667 �1.501

99.9 98.0 2 0.1333 �1.111

101.3 98.9 3 0.2000 �0.842

98.9 99.2 4 0.2667 �0.623

99.6 99.3 5 0.3333 �0.431

99.2 99.6 6 0.4000 �0.253

101.4 99.9 7 0.4667 �0.084

98.0 100.2 8 0.5333 0.084

97.4 100.2 9 0.6000 0.253

100.2 100.2 10 0.6667 0.431

102.3 100.5 11 0.7333 0.623

100.5 101.3 12 0.8000 0.842

99.3 101.4 13 0.8667 1.111

100.2 102.3 14 0.9333 1.501

2 Minitab is a registered trademark of Minitab, Inc.

FIG. 17—Normal probability plot for case depth data.
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use the maximum likelihood estimate of r. In this example,
this is:

r̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSTotal

n

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
22:521
14

r
¼ 1:268 ð16Þ

1.36. WEIBULL DISTRIBUTION CASE
The probability plotting technique can be extended to sev-
eral other types of distributions, most notably the Weibull
distribution. In a Weibull probability plot we use the
theory that the cumulative distribution function F(x) is
related to x through F(x) ¼ 1 – exp(y/g)b. Here the quanti-
ties g and b are parameters of the Weibull distribution. Let
Y ¼ ln{–ln(1 – F(x))}. Algebraic manipulation of the equa-
tion for the Weibull distribution function F(x) shows that:

lnðxÞ ¼ 1
b

Y þ lnðgÞ ð17Þ

For a given order statistic, x(i), associate an appropriate
plotting position and use this in place of F(x(i)). In practice,
the approximate median rank formula (i –0.3)/(n þ 0.4) is
often used to estimate F(x(i)).

Let ri be the rank of the ith order statistic. When the distri-
bution is Weibull, the variables Y ¼ ln{�ln(1 � ri)} and X ¼
ln(x(i)) will plot as an approximate straight line according to
Eq 17. Here again, Weibull plotting paper or widely available
software is required for this technique. From Eq 17, when the
fitted line is obtained, the reciprocal of the slope of the line
will be an estimate of the Weibull shape parameter (beta) and
the scale parameter (eta) is readily estimated from the inter-
cept term. Among “Weibull” practitioners, this technique is
known as rank regression. With X and Y as defined here, it is
generally agreed that the Y values have less “error” and so X
on Y regression is used to obtain these estimates [10].

Illustration 2
The following data are the results of a life test of a certain
type of mechanical switch. The switches were open and
closed under the same conditions until failure. A sample of
n ¼ 25 switches were used in this test.

The data as obtained are the y values; the y(i) are the
order statistics; i is the order number, and p is the plotting
position here calculated using the approximation to the
median rank, (i � 0.3)/(n þ 0.4). From these data X and Y
coordinates, as previously defined, may be calculated. A plot
of Y versus X would show a very good fit linear fit; however,
we use Weibull probability paper and transform the Y coor-
dinates to the associated probability value (plotting position).
This plot is shown in Fig. 18 as generated in Minitab.

Regressing Y on X the beta parameter estimate is 6.99
and the eta parameter estimate is 20,719. These are com-
puted using the regression results (coefficients) and the rela-
tionship to b and g in Eq 17.

The visual display of the information in a probability plot
is often sufficient to judge the fit of the assumed distribution
to the data. Many software packages display a “goodness of
fit” statistic and associated I-value along with the plot so that
the practitioner can more formally judge the fit. There are
several such statistics that are used for this purpose. One of
the more popular goodness of fit tests is the Anderson-Darling
(AD) test. Such tests, including the AD test, are a function of
the sample size and the assumed distribution. In using these
tests, the hypothesis we are testing is, “The data fits the FIG. 18—Weibull probability plot of switch life data.

TABLE 14—Switch Life Data–Weibull Distribu-
tion example

y y(i) i P

19,573 11,732 1 0.0275

19,008 13,897 2 0.0667

21,264 16,257 3 0.1059

17,301 16,371 4 0.1451

23,499 16,757 5 0.1843

21,103 17,301 6 0.2235

16,757 17,600 7 0.2627

20,306 17,657 8 0.3020

13,897 17,854 9 0.3412

25,341 19,008 10 0.3804

17,600 19,200 11 0.4196

22,732 19,306 12 0.4588

19,306 19,573 13 0.4980

22,776 19,940 14 0.5373

19,940 20,306 15 0.5765

22,282 20,384 16 0.6157

20,955 20,955 17 0.6549

20,384 21,103 18 0.6941

11,732 21,264 19 0.7333

17,657 22,172 20 0.7725

16,257 22,282 21 0.8118

16,371 22,732 22 0.8510

19,200 22,776 23 0.8902

17,854 23,499 24 0.9294

22,172 25,341 25 0.9686
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assumed distribution” vs. “The data do not fit.” In a hypothe-
sis test, small P-values support our rejecting the hypothesis we
are testing; therefore, in a goodness of fit test, the P-value for
the test needs to be no smaller than 0.05 (or 0.10); otherwise,
we have to reject the assumed distribution.

There are many reasons why a set of data will not fit a
selected hypothesized distribution. The most important reason
is that the data simply do not follow our assumption. In this
case, we may try several different distributions. In other cases,
we may have a mixture of two or more distributions; we may
have outliers among our data, or we may have any number
of special causes that do not allow for a good fit. In fact, the
use of a probability plot often will expose such departures. In
other cases, our data may fit several different distributions. In
this situation, the practitioner may have to use engineering/
scientific context judgment. Judgment of this type relies heav-
ily on industry experience and perhaps some kind of expert
testimony or consensus. The comparison of several P-values
for a set of distributions, all of which appear to fit the data, is
also a selection method in use. The distribution possessing the
largest P-value is selected for use. In summary, it is typically a
combination of experience, judgment and statistical methods
that one uses in choosing a probability plot.

TRANSFORMATIONS

1.37. INTRODUCTION
Often, the analyst will encounter a situation where the mean
of the data is correlated with its variance. The resulting dis-
tribution will typically be skewed in nature. Fortunately, if
we can determine the relationship between the mean and
the variance, a transformation can be selected that will
result in a more symmetrical, reasonably normal, distribu-
tion for analysis.

1.38. POWER (VARIANCE-STABILIZING)
TRANSFORMATIONS
An important point here is that the results of any transfor-
mation analysis pertains only to the transformed response.
However, we can usually back-transform the analysis to
make inferences to the original response. For example, sup-
pose that the mean, l, and the standard deviation, r, are
related by the following relationship:

r / la ð18Þ

The exponent of the relationship, a, can lead us to the
form of the transformation needed to stabilize the variance
relative to its mean. Let’s say that a transformed response,
YT, is related to its original form, Y, as

YT ¼ Yk ð19Þ

The standard deviation of the transformed response
will now be related to the original variable’s mean, l, by the
relationship

rYT / lkþa�1 ð20Þ

In this situation, for the variance to be constant, or sta-
bilized, the exponent must equal zero. This implies that

kþ a� 1 ¼ 0 ) k ¼ 1� a ð21Þ

Such transformations are referred to as power, or variance-
stabilizing, transformations. Table 15 shows some common
power transformations based on a and k.

ri / la
i ¼ hla

i ð22Þ

which can be made linear by taking the logs of both sides of
the equation, yielding

logri ¼ log hþ a log li ð23Þ

The data take the form of the sample standard deviation, si,
and the sample mean, Xi, at time i. The relationship between
log si and log Xi can be fit with a least squares regression
line. The least squares slope of the regression line is our esti-
mate of the value of a, (see Ref. 3).

1.39. BOX-COX TRANSFORMATIONS
Another approach to determining a proper transformation
is attributed to Box and Cox (see Ref. 7). Suppose that we
consider our hypothetical transformation of the form in
Eq 19.

YT ¼ Yk

Unfortunately, this particular transformation breaks
down as k approaches 0 and Yk goes to 1. Transforming the
data with a k ¼ 0 power transformation would make no
sense whatsoever (all the data are equal!), so the Box-Cox
procedure is discontinuous at k ¼ 0. The transformation
takes on the following forms, depending on the value of k :

YT ¼
Yk � 1
� �.

k _Y
k�1

� 	
; for k 6¼ 0;

_Y ln Y ; for k ¼ 0

(
ð24Þ

where _Y ” geometric mean of the Yi

¼ Y1Y2 � � �Ynð Þ1=n ð25Þ
The Box-Cox procedure evaluates the change in sum of

squares for error for a model with a specific value of k. As
the value of k changes, typically between �5 and þ 5, an
optimal value for the transformation occurs when the error
sum of squares is minimized. This is easily seen with a plot
of the SS(Error) against the value of k.

Box-Cox plots are available in commercially available
statistical programs, such as Minitab. Minitab produces a
95% (it is the default) confidence interval for lambda based
on the data. Data sets will rarely produce the exact esti-
mates of k that are shown in Table 15. The use of a confi-
dence interval allows the analyst to “bracket” one of the
table values, so a more common transformation can be
justified.

TABLE 15—Common Power Transformations
for Various Data Types

a k = 1 – a Transformation Type(s) of Data

0 1 None Normal

0.5 0.5 Square root Poisson

1 0 Logarithm Lognormal

1.5 �0.5 Reciprocal square
root

2 �1 Reciprocal

Note that we could empirically determine the value for a by fitting a
linear least squares line to the relationship.
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1.40. SOME COMMENTS ABOUT THE USE OF
TRANSFORMATIONS
Transformations of the data to produce a more normally dis-
tributed distribution are sometimes useful, but their practical
use is limited. Often the transformed data do not produce
results that differ much from the analysis of the original data.

Transformations must be meaningful and, should, relate
to the first principles of the problem being studied. Further-
more, according to Draper and Smith [10]:

When several sets of data arise from similar experi-
mental situations, it may not be necessary to carry out
complete analyses on all the sets to determine appro-
priate transformations. Quite often, the same transfor-
mation will work for all.

The fact that a general analysis exists for finding
transformations does not mean that it should always
be used. Often, informal plots of the data will clearly
reveal the need for a transformation of an obvious
kind (such as ln Y or 1/Y). In such a case, the more
formal analysis may be viewed as a useful check pro-
cedure to hold in reserve.

With respect to the use of a Box-Cox transformation,
Draper and Smith offer this comment on the regression
model based on a chosen k:

The model with the “best k” does not guarantee a
more useful model in practice. As with any regression
model, it must undergo the usual checks for validity.

ESSENTIAL INFORMATION

1.41. INTRODUCTION
Presentation of data presumes some intended use either by
others or by the author as supporting evidence for his or her
conclusions. The objective is to present that portion of the
total information given by the original data that is believed
to be essential for the intended use. Essential information
will be described as follows: “We take data to answer specific
questions. We shall say that a set of statistics (functions) for
a given set of data contains the essential information
given by the data when, through the use of these statistics,
we can answer the questions in such a way that further anal-
ysis of the data will not modify our answers to a practical
extent” (from PART 2 [1]).

The Preface to this Manual lists some of the objectives
of gathering ASTM data from the type under discussion—a
sample of observations of a single variable. Each such sam-
ple constitutes an observed frequency distribution, and the
information contained therein should be used efficiently in
answering the questions that have been raised.

1.42. WHAT FUNCTIONS OF THE DATA
CONTAIN THE ESSENTIAL INFORMATION
The nature of the questions asked determine what part of
the total information in the data constitutes the essential
information for use in interpretation.

If we are interested in the percentages of the total num-
ber of observations that have values above (or below) several
values on the scale of measurement, the essential informa-
tion may be contained in a tabular grouped frequency

distribution plus a statement of the number of observations
n. But even here, if n is large and if the data represent con-
trolled conditions, the essential information may be con-
tained in the four sample functions—the average X , the
standard deviation s, the skewness g1 and the kurtosis g2,
and the number of observations n. If we are interested in
the average and variability of the quality of a material, or in
the average quality of a material and some measure of the
variability of averages for successive samples, or in a com-
parison of the average and variability of the quality of one
material with that of other materials, or in the error of mea-
surement of a test, or the like, then the essential information
may be contained in the X , s, and n of each sample of obser-
vations. Here, if n is small, say ten or less, much of the
essential information may be contained in the X , R (range),
and n of each sample of observations. The reason for use of
R when n < 10 is as follows:

It is important to note [11] that the expected value of
the range R (largest observed value minus smallest observed
value) for samples of n observations each, drawn from a
normal universe having a standard deviation r varies with
sample size in the following manner.

The expected value of the range is 2.1 r for n ¼ 4, 3.1
r for n ¼ 10, 3.9 r for n ¼ 25, and 6.1 r for n ¼ 500. From
this it is seen that in sampling from a normal population,
the spread between the maximum and the minimum obser-
vation may be expected to be about twice as great for a sam-
ple of 25, and about three times as great for a sample of
500, as for a sample of 4. For this reason, n should always
be given in presentations which give R. In general, it is bet-
ter not to use R if n exceeds 12.

If we are also interested in the percentage of the total
quantity of product that does not conform to specified lim-
its, then part of the essential information may be contained
in the observed value of fraction defective p. The conditions
under which the data are obtained should always be indi-
cated, i.e., (a) controlled, (b) uncontrolled, or (c) unknown.

If the conditions under which the data were obtained
were not controlled, then the maximum and minimum
observations may contain information of value.

It is to be carefully noted that if our interest goes
beyond the sample data themselves to the processes that
generated the samples or might generate similar samples in
the future, we need to consider errors that may arise from
sampling. The problems of sampling errors that arise in esti-
mating process means, variances, and percentages are dis-
cussed in PART 2. For discussions of sampling errors in
comparisons of means and variabilities of different samples,
the reader is referred to texts on statistical theory (for exam-
ple, [12]). The intention here is simply to note those statis-
tics, those functions of the sample data, which would be
useful in making such comparisons and consequently should
be reported in the presentation of sample data.

1.43. PRESENTING X ONLY VERSUS PRESENTING
X AND s
Presentation of the essential information contained in a sam-
ple of observations commonly consists in presenting X; s,
and n. Sometimes the average alone is given—no record is
made of the dispersion of the observed values or of the
number of observations taken. For example, Table 16 gives
the observed average tensile strength for several materials
under several conditions.
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The objective quality in each instance is a frequency dis-
tribution, from which the set of observed values might be
considered as a sample. Presenting merely the average, and
failing to present some measure of dispersion and the num-
ber of observations, generally loses much information of
value. Table 17 corresponds to Table 16 and provides what
will usually be considered as the essential information for
several sets of observations, such as data collected in investi-
gations conducted for the purpose of comparing the quality
of different materials.

1.44. OBSERVED RELATIONSHIPS
ASTM work often requires the presentation of data showing
the observed relationship between two variables. Although
this subject does not fall strictly within the scope of PART 1
of the Manual, the following material is included for gen-
eral information. Attention will be given here to one type
of relationship, where one of the two variables is of the
nature of temperature or time—one that is controlled at will
by the investigator and considered for all practical pur-
poses as capable of “exact” measurement, free from experi-
mental errors. (The problem of presenting information on
the observed relationship between two statistical variables,
such as hardness and tensile strength of an alloy sheet
material, is more complex and will not be treated here. For
further information, see [1,12,13].) Such relationships are
commonly presented in the form of a chart consisting of a
series of plotted points and straight lines connecting the
points or a smooth curve that has been “fitted” to the
points by some method or other. This section will consider
merely the information associated with the plotted points,
i.e., scatter diagrams.

Figure 19 gives an example of such an observed rela-
tionship. (Data are from records of shelf life tests on die-cast
metals and alloys, former Subcommittee 15 of ASTM Com-
mittee B02 on Non-Ferrous Metals and Alloys.) At each

successive stage of an investigation to determine the effect
of aging on several alloys, five specimens of each alloy were
tested for tensile strength by each of several laboratories.
The curve shows the results obtained by one laboratory for
one of these alloys. Each of the plotted points is the average
of five observed values of tensile strength and thus attempts
to summarize an observed frequency distribution.

Figure 20 has been drawn to show pictorially what is
behind the scenes. The five observations made at each stage
of the life history of the alloy constitute a sample from a
universe of possible values of tensile strength—an objective
frequency distribution whose spread is dependent on the
inherent variability of the tensile strength of the alloy and
on the error of testing. The dots represent the observed
values of tensile strength and the bell-shaped curves the
objective distributions. In such instances, the essential infor-
mation contained in the data may be made available by sup-
plementing the graph by a tabulation of the averages, the

TABLE 17—Presentation of Essential Information (data from Table 8)

Material Tests

Tensile Strength, psi

Condition a Condition b Condition c

Average, X
Standard
Deviation, S Average, X

Standard
Deviation, S Average, X

Standard
Deviation, S

A 20 51,430 920 47,200 830 49,010 1,070

B 18 59,060 1,320 57,380 1,360 60,700 1,480

C 27 75,710 1,840 74,920 1,650 80,460 1,910

TABLE 16—Information of Value May Be Lost
If Only the Average Is Presented

Material

Tensile Strength, psi

Condition a,
Average, X

Condition b,
Average, X

Condition c,
Average, X

A 51,430 47,200 49,010

B 59,060 57,380 60,700

C 57,710 74,920 80,460

FIG. 20—Pictorially, what lies behind the plotted points in Fig. 17.
Each plotted point in Fig. 17 is the average of a sample from a
universe of possible observations.

FIG. 19—Example of graph showing an observed relationship.
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standard deviations, and the number of observations for the
plotted points in the manner shown in Table 18.

1.45. SUMMARY: ESSENTIAL INFORMATION
The material given in Sections 1.41 to 1.44, inclusive, may be
summarized as follows.
1. What constitutes the essential information in any partic-

ular instance depends on the nature of the questions to
be answered, and on the nature of the hypotheses that
we are willing to make based on available information.
Even when measurements of a quality characteristic are
made under the same essential conditions, the objective
quality is a frequency distribution that cannot be ade-
quately described by any single numerical value.

2. Given a series of observations of a single variable arising
from the same essential conditions, it is the opinion of
the committee that the average, X; the standard devia-
tion, s, and the number, n, of observations contain the
essential information for a majority of the uses made of
such data in ASTM work.

Note
If the observations are not obtained under the same essen-
tial conditions, analysis and presentation by the control
chart method, in which order (see PART 3 of this Manual)
is taken into account by rational subgrouping of observa-
tions, commonly provide important additional information.

PRESENTATION OF RELEVANT INFORMATION

1.46. INTRODUCTION
Empirical knowledge is not contained in the observed data
alone; rather it arises from interpretation—an act of thought.
(For an important discussion on the significance of prior
information and hypothesis in the interpretation of data, see
[14]; a treatise on the philosophy of probable inference that
is of basic importance in the interpretation of any and all
data is presented [15].) Interpretation consists in testing
hypotheses based on prior knowledge. Data constitute but a
part of the information used in interpretation—the judg-
ments that are made depend as well on pertinent collateral
information, much of which may be of a qualitative rather
than of a quantitative nature.

If the data are to furnish a basis for most valid predic-
tion, they must be obtained under controlled conditions and
must be free from constant errors of measurement. Mere
presentation does not alter the goodness or badness of data.

However, the usefulness of good data may be enhanced by
the manner in which they are presented.

1.47. RELEVANT INFORMATION
Presented data should be accompanied by any or all avail-
able relevant information, particularly information on pre-
cisely the field within which the measurements are supposed
to hold and the condition under which they were made, and
evidence that the data are good. Among the specific things
that may be presented with ASTM data to assist others in
interpreting them or to build up confidence in the interpre-
tation made by an author are:
1. The kind, grade, and character of material or product

tested.
2. The mode and conditions of production, if this has a

bearing on the feature under inquiry.
3. The method of selecting the sample; steps taken to

ensure its randomness or representativeness. (The man-
ner in which the sample is taken has an important bear-
ing on the interpretability of data and is discussed by
Dodge [16].)

4. The specific method of test (if an ASTM or other stand-
ard test, so state, together with any modifications of
procedure).

5. The specific conditions of test, particularly the regula-
tion of factors that are known to have an influence on
the feature under inquiry.

6. The precautions or steps taken to eliminate systematic
or constant errors of observation.

7. The difficulties encountered and eliminated during the
investigation.

8. Information regarding parallel but independent paths of
approach to the end results.

9. Evidence that the data were obtained under controlled
conditions; the results of statistical tests made to sup-
port belief in the constancy of conditions, in respect to
the physical tests made or the material tested, or both.
(Here, we mean constancy in the statistical sense, which
encompasses the thought of stability of conditions from
one time to another and from one place to another.
This state of affairs is commonly referred to as
“statistical control.” Statistical criteria have been devel-
oped by means of which we may judge when controlled
conditions exist. Their character and mode of applica-
tion are given in PART 3 of this Manual; see also [17].)
Much of this information may be qualitative in charac-

ter, and some may even be vague, yet without it, the inter-
pretation of the data and the conclusions reached may be
misleading or of little value to others.

1.48. EVIDENCE OF CONTROL
One of the fundamental requirements of good data is that
they should be obtained under controlled conditions. The
interpretation of the observed results of an investigation
depends on whether there is justification for believing that
the conditions were controlled.

If the data are numerous and statistical tests for control
are made, evidence of control may be presented by giving
the results of these tests. (For examples, see [18–21].) Such
quantitative evidence greatly strengthens inductive argu-
ments. In any case, it is important to indicate clearly just
what precautions were taken to control the essential condi-
tions. Without tangible evidence of this character, the

TABLE 18—Summary of Essential Information
for Fig. 20

Tensile Strength, psi

Time of Test
Number of
Specimens Average, X

Standard
Deviation, s

Initial 5 35,400 950

6 mo 5 35,980 668

1 yr 5 36,220 869

2 yr 5 37,460 655

5 yr 5 36,800 319
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reader’s degree of rational belief in the results presented will
depend on his faith in the ability of the investigator to elimi-
nate all causes of lack of constancy.

RECOMMENDATIONS

1.49. RECOMMENDATIONS FOR PRESENTATION
OF DATA
The following recommendations for presentation of data apply
for the case where one has at hand a sample of n observations of
a single variable obtained under the same essential conditions.
1. Present as a minimum, the average, the standard devia-

tion, and the number of observations. Always state the
number of observations taken.

2. If the number of observations is moderately large (n >
30), present also the value of the skewness, g1, and the
value of the kurtosis, g2. An additional procedure when
n is large (n > 100) is to present a graphical representa-
tion, such as a grouped frequency distribution.

3. If the data were not obtained under controlled condi-
tions and it is desired to give information regarding the
extreme observed effects of assignable causes, present
the values of the maximum and minimum observations
in addition to the average, the standard deviation, and
the number of observations.

4. Present as much evidence as possible that the data were
obtained under controlled conditions.

5. Present relevant information on precisely (a) the field
within which the measurements are believed valid and
(b) the conditions under which they were made.
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2
Presenting Plus or Minus Limits of
Uncertainty of an Observed Average

2.1. PURPOSE
PART 2 of the Manual discusses the problem of presenting
plus or minus limits to indicate the uncertainty of the aver-
age of a number of observations obtained under the same
essential conditions and suggests a form of presentation for
use in ASTM reports and publications where needed.

2.2. THE PROBLEM
An observed average, X , is subject to the uncertainties that
arise from sampling fluctuations and tends to differ from
the population mean. The smaller the number of observa-
tions, n, the larger the number of fluctuations is likely to be.

With a set of n observed values of a variable X, whose
average (arithmetic mean) is X , as in Table 1, it is often desired
to interpret the results in some way. One way is to construct an
interval such that the mean, l ¼ 573.2 ± 3.5 lb, lies within limits
being established from the quantitative data along with the
implications that the mean l of the population sampled is
included within these limits with a specified probability. How

should such limits be computed, and what meaning may be
attached to them?

Note
The mean l is the value of X that would be approached as a
statistical limit as more and more observations were obtained
under the same essential conditions and their cumulative aver-
ages were computed.

2.3. THEORETICAL BACKGROUND
Mention should be made of the practice, now mostly out of
date in scientific work, of recording such limits as

X � 0:6745
sffiffiffi
n
p

where

X ¼ observed average;

s ¼ observed standard deviation, and

n ¼ number of observations;

and referring to the value 0.6745 s=
ffiffiffi
n
p

as the “probable
error” of the observed average, X . (Here the value of 0.6745
corresponds to the normal law probability of 0.50; see Table 8
of PART 1.) The term “probable error” and the probability
value of 0.50 properly apply to the errors of sampling when
sampling from a universe whose average, l, and whose stand-
ard deviation, r, are known (these terms apply to limits l ±
0.6745 r=

ffiffiffi
n
p
Þ, but they do not apply in the inverse problem

when merely sample values of X and s are given.
Investigation of this problem [1–3] has given a more sat-

isfactory alternative (Section 2.4), a procedure that provides
limits that have a definite operational meaning.

Note
While the method of Section 2.4 represents the best that can
be done at present in interpreting a sample X and s, when
no other information regarding the variability of the popula-
tion is available, a much more satisfactory interpretation can
be made in general if other information regarding the varia-
bility of the population is at hand, such as a series of sam-
ples from the universe or similar populations for each of
which a value of s or R is computed. If s or R displays statis-
tical control, as outlined in PART 3 of this Manual, and a
sufficient number of samples (preferably 20 or more) are
available to obtain a reasonably precise estimate of r, desig-
nated as r̂, the limits of uncertainty for a sample containing
any number of observations, n, and arising from a population

Glossary of Symbols Used in PART 2

l Population mean

a Factor, given in Table 2 of PART 2, for computing
confidence limits for l associated with a desired value of
probability, P, and a given number of observations, n

k Deviation of a normal variable

n Number of observed values (observations)

p Sample fraction nonconforming

p0 Population fraction nonconforming

r Population standard deviation

P Probability; used in PART 2 to designate the probability
associated with confidence limits; relative frequency with
which the averages l of sampled populations may be
expected to be included within the confidence limits
(for l) computed from samples

s Sample standard deviation

r̂ Estimate of r based on several samples

X Observed value of a measurable characteristic; specific
observed values are designated X1, X2, X3, etc.; also used
to designate a measurable characteristic

X Sample average (arithmetic mean), the sum of the n
observed values in a set divided by n
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whose true standard deviation can be presumed to be equal to
r̂, can be computed from the following formula:

X � k
r̂ffiffiffi
n
p

where k ¼ 1.645, 1.960, and 2.576 for probabilities of P ¼ 0.90,
0.95, and 0.99, respectively.

2.4. COMPUTATION OF LIMITS
The following procedure applies to any long-run series of
problems for each of which the following conditions are met:

GIVEN
A sample of n observations, X1, X2, X3, …, Xn, having an aver-
age ¼ X and a standard deviation ¼ s.

CONDITIONS
(a) The population sampled is homogeneous (statistically
controlled) in respect to X, the variable measured. (b) The
distribution of X for the population sampled is approxi-
mately normal. (c) The sample is a random sample.1

Procedure: Compute limits

X � as

where the value of a is given in Table 2 for three values of P
and for various values of n.

MEANING
If the values of a given in Table 2 for P ¼ 0.95 are used in a
series of such problems, then, in the long run, we may

expect 95 % of the intervals bounded by the limits so com-
puted, to include the population averages l of the popula-
tions sampled. If in each instance we were to assert that l is
included within the limits computed, we should expect to be
correct 95 times in 100 and in error 5 times in 100; that is,
the statement “l is included within the interval so computed”
has a probability of 0.95 of being correct. But there would be
no operational meaning in the following statement made in
any one instance: “The probability is 0.95 that l falls within
the limits computed in this case” since l either does or does
not fall within the limits. It should also be emphasized that
even in repeated sampling from the same population, the
interval defined by the limits X � as will vary in width and
position from sample to sample, particularly with small sam-
ples (see Fig. 2). It is this series of ranges fluctuating in size
and position that will include, ideally, the population mean l
95 times out of 100 for P ¼ 0.95.

These limits are commonly referred to as “confidence
limits” [4,5]; for the three columns of Table 2, they may be
referred to as the “90 % confidence limits,” “95 % confidence
limits” and “99 % confidence limits,” respectively.

The magnitude P ¼ 0.95 applies to the series of samples
and is approached as a statistical limit as the number of
instances in the series is increased indefinitely; hence, it sig-
nifies “statistical probability.” If the values of a given in
Table 2 for P ¼ 0.99 are used in a series of samples, we may,
in like manner, expect 99 % of the sample intervals so com-
puted to include the population mean l.

Other values of P could, of course, be used if desired—the
use of chances of 95 in 100, or 99 in 100 are, however, often
found to be convenient in engineering presentations. Approxi-
mate values of a for other values of P may be read from the
curves in Fig. 1 for samples of n ¼ 25 or less.

For larger samples (n greater than 25), the constants
1.645, 1.960, and 2.576 in the expressions

a ¼ 1:645ffiffiffi
n
p ; a ¼ 1:960ffiffiffi

n
p ; and a ¼ 2:576ffiffiffi

n
p

at the foot of Table 2 are obtained directly from normal law
integral tables for probability values of 0.90, 0.95, and 0.99.
To find the value of this constant for any other value of P,
consult any standard text on statistical methods or read the
value approximately on the “k” scale of Fig. 15 of PART 1
of this Manual. For example, use of a ¼ 1=

ffiffiffi
n
p

yields P ¼
68.27 % and the limits ±1 standard error, which some scien-
tific journals print without noting a percentage.

2.5. EXPERIMENTAL ILLUSTRATION
Figure 2 gives two diagrams illustrating the results of sam-
pling experiments for samples of n ¼ 4 observations each
drawn from a normal population, for values of Case A, P ¼
0.50, and Case B, P ¼ 0.90. For Case A, the intervals for
51 out of 100 samples included l, and for Case B, 90 out
of 100 included l. If, in each instance (i.e., for each sam-
ple), we had concluded that the population mean l is
included within the limits shown for Case A, we would have
been correct 51 times and in error 49 times, which is a

TABLE 1—Breaking Strength of Ten Specimens
of 0.104-in. Hard-Drawn Copper Wire

Specimen Breaking Strength, X, lb

1 578

2 572

3 570

4 568

5 572

6 570

7 570

8 572

9 576

10 584

n ¼ 10 5,732

Average, X 573.2

Standard deviation, s 4.83

1 If the population sampled is finite, that is, made up of a finite number of separate units that may be measured in respect to the variable, X,
and if interest centers on the l of this population, then this procedure assumes that the number of units, n, in the sample is relatively small
compared with the number of units, N, in the population, say n is less than about 5 % of N. However, correction for relative size of sample
can be made by multiplying s by the factor

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n=Nð Þ

p
: On the other hand, if interest centers on the l of the underlying process or source

of the finite population, then this correction factor is not used.
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reasonable variation from the expectancy of being correct
50 % of the time.

In this experiment, all samples were taken from the
same population. However, the same reasoning applies to a
series of samples that are each drawn from a population
from the same universe as evidenced by conformance to the
three conditions set forth in Section 2.4.

2.6. PRESENTATION OF DATA
In the presentation of data, if it is desired to give limits of
this kind, it is quite important that the probability associated
with the limits be clearly indicated. The three values P ¼
0.90, P ¼ 0.95, and P ¼ 0.99 given in Table 2 (chances of 9
in 10, 95 in 100, and 99 in 100) are arbitrary choices that
may be found convenient in practice.

Example
Consider a sample of ten observations of breaking strength
of hard-drawn copper wire as in Table 1, for which

X ¼ 573:2 lb

s ¼ 4:83 lb

Using this sample to define limits of uncertainty based
on P ¼ 0.95 (Table 2), we have

X � 0:715s ¼ 573:2� 3:5

¼ 569:7 and 576:7

TABLE 2—Factors for Calculating 90, 95, and
99 % Confidence Limits for Averagesa

Number of
Observations
in Sample, n

Confidence Limits* X % as

90 % Confi-
dence Limits
(P = 0.90)
Value of a

95 % Confi-
dence Limits
(P = 0.95)
Value of a

99 % Confi-
dence Limits
(P = 0.99)
Value of a

4 1.177 1.591 2.921

5 0.953 1.241 2.059

6 0.823 1.050 1.646

7 0.734 0.925 1.401

8 0.670 0.836 1.237

9 0.620 0.769 1.118

10 0.580 0.715 1.028

11 0.546 0.672 0.955

12 0.518 0.635 0.897

13 0.494 0.604 0.847

14 0.473 0.577 0.805

15 0.455 0.554 0.769

16 0.438 0.533 0.737

17 0.423 0.514 0.708

18 0.410 0.497 0.683

19 0.398 0.482 0.660

20 0.387 0.468 0.640

21 0.376 0.455 0.621

22 0.367 0.443 0.604

23 0.358 0.432 0.588

24 0.350 0.422 0.573

25 0.342 0.413 0.559

n greater
than 25

a ¼ 1:645ffiffiffi
n
p

approximately
a ¼ 1:960ffiffiffi

n
p

approximately
a ¼ 2:576ffiffiffi

n
p

approximately

* Limits that may be expected to include l (9 times in 10, 95 times in
100, or 99 times in 100) in a series of problems, each involving a single
sample of n observations.
Values of a are computed from Fisher, R.A., “Table of t,” Statistical
Methods for Research Workers, Table IV based on Student’s distribution
of t.
a Recomputed in 1975. The a of this table equals Fisher’s t for n – 1
degree of freedom divided by

ffiffiffi
n
p

: See also Fig. 1.

FIG. 1—Curves giving factors for calculating 50 to 99 % confi-
dence limits for averages (see also Table 2). Redrawn in 1975 for
new values of a. Error in reading a not likely to be >0.01. The
numbers printed by the curves are the sample sizes (n).
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Two pieces of information are needed to supplement
this numerical result: (a) the fact that 95 in 100 limits were
used and (b) that this result is based solely on the evidence
contained in ten observations. Hence, in the presentation of
such limits, it is desirable to give the results in some way
such as the following:

573:2� 3:5 lb P ¼ 0:95;n ¼ 10ð Þ

The essential information contained in the data is, of
course, covered by presenting X , s, and n (see PART 1 of
this Manual), and the limits under discussion could be
derived directly therefrom. If it is desired to present such
limits in addition to X , s, and n, the tabular arrangement
given in Table 3 is suggested.

A satisfactory alternative is to give the plus or minus
value in the column designated “Average, X” and to add a
note giving the significance of this entry, as shown in Table 4.
If one omits the note, it will be assumed that a ¼ 1=

ffiffiffi
n
p

was
used and that P ¼ 68 %.

2.7. ONE-SIDED LIMITS
Sometimes we are interested in limits of uncertainty in only
one direction. In this case, we would present X þ as or X �
as (not both), a one-sided confidence limit below or above
which the population mean may be expected to lie in a
stated proportion of an indefinitely large number of sam-
ples. The a to use in this one-sided case and the associated
confidence coefficient would be obtained from Table 2 or
Fig. 1 as follows.

For a confidence coefficient of 0.95, use the a listed in Table 2
under P ¼ 0:90:

For a confidence coefficient of 0.975, use the a listed in Table 2
under P ¼ 0:95:

For a confidence coefficient of 0.995, use the a listed in Table 2
under P ¼ 0:99:
In general, for a confidence coefficient of P1, use the a

derived from Fig. 1 for P ¼ 1 � 2(1 � P1). For example, with
n ¼ 10, X ¼ 573.2, and s ¼ 4:83, the one-sided upper P1 ¼
0.95 confidence limit would be to use a ¼ 0.58 for P ¼ 0.90
in Table 2, which yields 573.2 þ 0.58(4.83) ¼ 573.2 þ 2.8 ¼
576.0.

2.8. GENERAL COMMENTS ON THE USE OF
CONFIDENCE LIMITS
In making use of limits of uncertainty of the type covered in
this part, the engineer should keep in mind (1) the restrictions
as to (a) controlled conditions, (b) approximate normality of
population, and (c) randomness of sample and (2) the fact
that the variability under consideration relates to fluctuations
around the level of measurement values, whatever that may
be, regardless of whether the population mean l of the mea-
surement values is widely displaced from the true value, lT, of
what is being measured, as a result of the systematic or con-
stant errors present throughout the measurements.

For example, breaking strength values might center
around a value of 575.0 lb (the population mean l of the mea-
surement values) with a scatter of individual observations rep-
resented by the dotted distribution curve of Fig. 3, whereas the

TABLE 3—Suggested Tabular Arrangement

Number of
Tests, n Average, X

Limits for l (95 %
Confidence Limits)

Standard
Deviation, s

10 573.2 573.2 ± 3.5 4.83

TABLE 4—Alternative to Table 3

Number of Tests, n Average, Xa Standard Deviation, s

10 573.2 (± 3.5) 4.83

a The ± entry indicates 95 % confidence limits for l.

FIG. 2—Illustration showing computed intervals based on sampling experiments; 100 samples of n ¼ 4 observations each, from a normal
universe having l = 0 and r = 1. Case A, are taken from Fig. 8 of Shewhart [2], and Case B gives corresponding intervals for limits
X % 1:18s, based on P = 0.90.
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true average lT for the batch of wire under test is actually
610.0 lb, the difference between 575.0 and 610.0 representing
a constant or systematic error present in all the observations as
a result, say, of an incorrect adjustment of the testing machine.

The limits thus have meaning for series of like measure-
ments, made under like conditions, including the same con-
stant errors if any be present.

In the practical use of these limits, the engineer may not
have assurance that conditions (a), (b), and (c) given in Sec-
tion 2.4 are met; hence, it is not advisable to place great
emphasis on the exact magnitudes of the probabilities given
in Table 2 but rather to consider them as orders of magni-
tude to be used as general guides.

2.9. NUMBER OF PLACES TO BE RETAINED
IN COMPUTATION AND PRESENTATION
The following working rule is recommended in carrying out
computations incident to determining averages, standard devi-
ations, and “limits for averages” of the kind here considered,
for a sample of n observed values of a variable quantity:

In all operations on the sample of n observed values,
such as adding, subtracting, multiplying, dividing, squar-
ing, extracting square root, etc., retain the equivalent of
two more places of figures than in the single observed
values. For example, if observed values are read or
determined to the nearest 1 lb, carry numbers to the
nearest 0.01 lb in the computations; if observed values
are read or determined to the nearest 10 lb, carry num-
bers to the nearest 0.1 lb in the computations, etc.

Deleting places of figures should be done after computa-
tions are completed, in order to keep the final results sub-
stantially free from computation errors. In deleting places of
figures, the actual rounding-off procedure should be carried
out as follows.2

1. When the figure next beyond the last figure or place to
be retained is less than 5, the figure in the last place
retained should be kept unchanged.

2. When the figure next beyond the last figure or place to
be retained is more than 5, the figure in the last place
retained should be increased by 1.

3. When the figure next beyond the last figure or place to
be retained is 5, and (a) there are no figures, or only
zeros, beyond this 5, if the figure in the last place to be
retained is odd, it should be increased by 1; if even, it
should be kept unchanged; but (b) if the 5 next beyond
the figure in the last place to be retained is followed by
any figures other than zero, the figure in the last place
retained should be increased by 1, whether odd or even.
For example, if in the following numbers, the places of
figures in parentheses are to be rejected,

39,4(49) becomes 39,400,
39,4(50) becomes 39,400,
39,4(51) becomes 39,500, and
39,5(50) becomes 39,600.

The number of places of figures to be retained in the
presentation depends on what use is to be made of the
results and on the sampling variation present. No general
rule, therefore, can safely be laid down. The following work-
ing rule has, however, been found generally satisfactory by
ASTM E11.30 Subcommittee on Statistical Quality Control in
presenting the results of testing in technical investigations
and development work:
a. See Table 5 for averages.
b. For standard deviations, retain three places of figures.
c. If “limits for averages” of the kind here considered are

presented, retain the same places of figures as are
retained for the average.

For example, if n ¼ 10, and if observed values were
obtained to the nearest 1 lb, present averages and
“limits for averages” to the nearest 0.1 lb, and present
the standard deviation to three places of figures. This is
illustrated in the tabular presentation in Section 2.6.

FIG. 3—Plot shows how plus or minus limits (L1 and L2) are unre-
lated to a systematic or constant error.

TABLE 5—Averages

When the Single Values Are
Obtained to the Nearest And When the Number of Observed Values Is

0.1, 1, 10, etc., units . . . 2 to 20 21 to 200

0.2, 2, 20, etc., units less than 4 4 to 40 41 to 400

0.5, 5, 50, etc., units less than 10 10 to 100 101 to 1,000

Retain the following number
of places of figures in the
average

same number
of places as in
single values

8<
:

1 more place than
in single values

2 more places
than in single
values

2 This rounding-off procedure agrees with that adopted in ASTM Recommended Practice for Using Significant Digits in Test Data to Deter-
mine Conformation with Specifications (E29).
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Rule (a) will result generally in one and conceivably in
two doubtful places of figures in the average—that is, places
that may have been affected by the rounding-off (or observa-
tion) of the n individual values to the nearest number of
units stated in the first column of the table. Referring to
Tables 3 and Table 4, the third place figures in the average,
X ¼ 573:2, corresponding to the first place of figures in the
±3.5 value, are doubtful in this sense. One might conclude
that it would be suitable to present the average to the near-
est pound, thus,

573� 3 lbðP ¼ 0:95;n ¼ 10Þ

This might be satisfactory for some purposes. However,
the effect of such rounding-off to the first place of figures
of the plus or minus value may be quite pronounced if the
first digit of the plus or minus value is small, as indicated
in Table 6. If further use were to be made of these data—
such as collecting additional observations to be combined
with these, gathering other data to be compared with these,
etc.—then the effect of such rounding-off of X in a presenta-
tion might seriously interfere with proper subsequent use
of the information.

The number of places of figures to be retained or to be
used as a basis for action in specific cases cannot readily be
made subject to any general rule. It is, therefore, recom-
mended that in such cases, the number of places be settled
by definite agreements between the individuals or parties
involved. In reports covering the acceptance and rejection of
material, ASTM E29, Standard Practice for Using Significant
Digits in Test Data to Determine Conformance with Specifi-
cations, gives specific rules that are applicable when refer-
ence is made to this recommended practice.

SUPPLEMENT 2.A
Presenting Plus or Minus Limits of Uncertainty for
r—Normal Distribution3

When observations X1, X2, …, Xn are made under controlled
conditions, and there is reason to believe the distribution of
X is normal, two-sided confidence limits for the standard
deviation of the population with confidence coefficient, P,
will be given by the lower confidence limit for

r̂L ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 1Þ=v2

1�Pð Þ=2

q
ð1Þ

And the upper confidence limit for

r̂U ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 1Þ=v2

1þPð Þ=2

q

where the quantity v2
1�Pð Þ=2 (or v2

ð1þPÞ=2) is the w2 value of a
chi-square variable with n – 1 degrees of freedom, which is
exceeded with probability (1 – P)/2 or (1 þ P)/2 as found in
most statistics textbooks.

To facilitate computation, Table 7 gives values of

bL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 1Þ=X2

1�Pð Þ=2

q
and

bU ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 1Þ=X2

1þPð Þ=2

q ð2Þ

for P ¼ 0.90, 0.95, and 0.99. Thus we have, for a normal
distribution, the estimate of the lower confidence limit for
r as

r̂L ¼ bLs

and for the upper confidence limit

r̂U ¼ bUs ð3Þ

Example
Table 1 of PART 2 gives the standard deviation of a sample
of ten observations of breaking strength of copper wire as
s ¼ 4.83 lb. If we assume that the breaking strength has a
normal distribution, which may actually be somewhat ques-
tionable, we have as 0.95 confidence limits for the universe
standard deviation r that yield a lower 0.95 confidence
limit of

r̂L ¼ 0:688ð4:83Þ ¼ 3:32 lb

and an upper 0.95 confidence limit of

r̂U ¼ 1:83ð4:83Þ ¼ 8:83 lb

If we wish a one-sided confidence limit on the low side
with confidence coefficient P, we estimate the lower one-
sided confidence limit as

r̂L ¼ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 1ð Þ

.
v2

1�Pð Þ

r

For a one-sided confidence limit on the high side with
confidence coefficient P, we estimate the upper one-sided
confidence limit as

r̂U ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 1ð Þ

�
v2

P

q

Thus, for P ¼ 0.95, 0.975, and 0.995, we use the bL or
bU factor from Table 7 in the columns headed 0.90, 0.95,
and 0.99, respectively. For example, a 0.95 upper one-sided

TABLE 6—Effect of Rounding

Not Rounded Rounded

Limits Difference Limits Difference

573.5 ± 1.4 572.1 574.9 2.8 574 ± 1 573 575 2

573.5 ± 1.5 572.0 575.0 3.0 574 ± 2 572 576 4

3 The analysis is strictly valid only for an unlimited population such as presented by a manufacturing or measurement process. When the
population sampled is relatively small compared with the sample size n, the reader is advised to consult a statistician.
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confidence limit for r based on a sample of ten items for
which s ¼ 4.83 would be

r̂U¼ bU 0:90ð Þs

¼ 1:64 4:83ð Þ
¼ 7:92

A lower 0.95 one-sided confidence limit would be

r̂L¼ bL 0:90ð Þs

¼ 0:730 4:83ð Þ
¼ 3:53

TABLE 7—b-Factors for Calculating Confidence Limits for r, Normal Distributiona

Number of
Observations
in Sample, n

90 % Confidence Limits 95 % Confidence Limits 99 % Confidence Limits

bL bU bL bU bL bU

2 0.510 16.0 0.446 31.9 0.356 159.5

3 0.578 4.41 0.521 6.29 0.434 14.1

4 0.619 2.92 0.566 3.73 0.484 6.47

5 0.649 2.37 0.600 2.87 0.518 4.40

6 0.671 2.09 0.625 2.45 0.547 3.48

7 0.690 1.91 0.645 2.20 0.569 2.98

8 0.705 1.80 0.661 2.04 0.587 2.66

9 0.718 1.71 0.676 1.92 0.603 2.44

10 0.730 1.64 0.688 1.83 0.618 2.28

11 0.739 1.59 0.698 1.75 0.630 2.15

12 0.747 1.55 0.709 1.70 0.641 2.06

13 0.756 1.51 0.718 1.65 0.651 1.98

14 0.762 1.49 0.725 1.61 0.660 1.91

15 0.769 1.46 0.732 1.58 0.669 1.85

16 0.775 1.44 0.739 1.55 0.676 1.81

17 0.780 1.42 0.745 1.52 0.683 1.76

18 0.785 1.40 0.750 1.50 0.690 1.73

19 0.789 1.38 0.756 1.48 0.696 1.70

20 0.794 1.37 0.760 1.46 0.702 1.67

21 0.798 1.35 0.765 1.44 0.707 1.64

22 0.801 1.35 0.769 1.43 0.712 1.62

23 0.806 1.34 0.773 1.41 0.717 1.60

24 0.808 1.33 0.777 1.40 0.721 1.58

25 0.812 1.32 0.780 1.39 0.725 1.56

26 0.814 1.31 0.785 1.38 0.730 1.54

27 0.818 1.30 0.788 1.37 0.734 1.52

28 0.821 1.29 0.791 1.36 0.738 1.51

29 0.823 1.29 0.793 1.35 0.741 1.50

30 0.825 1.28 0.797 1.35 0.745 1.49

31 0.828 1.27 0.799 1.34 0.747 1.47

For larger n
and

1=ð1þ 1:645=
ffiffiffiffiffiffi
2n
p

Þ
1=ð1� 1:645=

ffiffiffiffiffiffi
2n
p

Þ
1=ð1þ 1:960=

ffiffiffiffiffiffi
2n
p

Þ
1=ð1� 1:960=

ffiffiffiffiffiffi
2n
p

Þ
1=ð1þ 2:576=

ffiffiffiffiffiffi
2n
p

Þ
1=ð1� 2:576=

ffiffiffiffiffiffi
2n
p

Þ
a Confidence limits for r ¼ bLs and bUs.

CHAPTER 2 n PRESENTING PLUS OR MINUS LIMITS OF UNCERTAINTY OF AN OBSERVED AVERAGE 35

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch02.3d

Date: 28th June 2010 Time: 21:24 User ID: sebastiang

SUPPLEMENT 2.B
Presenting Plus or Minus Limits of Uncertainty for p04

When there is a fraction p of a given category, for example,
the fraction nonconforming, in n observations obtained
under controlled conditions, 95 % confidence limits for the
population fraction p0 may be found in the chart in Fig. 41
of Biometrika Tables for Statisticians, Vol. 1. A reproduction
of this fraction is entered on the abscissa and the upper and
lower 0.95 confidence limits are charted for selected sample

sizes and shown in Fig. 4. To use the chart, the sample frac-
tion is entered on the abscissa and the upper and lower 0.95
confidence limits are read on the vertical scale for various val-
ues of n. Approximate limits for values of n not shown on the
Biometrika chart may be obtained by graphical interpolation.
The Biometrika Tables for Statisticians also give a chart for
0.99 confidence limits.

In general, for an np and n(1 – p) of at least 6 and pref-
erably 0.10 � p � 0.90, the following formulas can be applied

FIG. 4—Chart providing confidence limits for p0 in binomial sampling, given a sample fraction. Confidence coefficient ¼ 0.95. The num-
bers printed along the curves indicate the sample size n. If for a given value of the abscissa, pA and pB are the ordinates read from (or
interpolated between) the appropriate lower and upper curves, then Pr{pA � p0 � pB} � 0.95. Reproduced by permission of the Biome-
trika Trust.

4 The analysis is strictly valid only for an unlimited population such as presented by a manufacturing or measurement process. When the pop-
ulation sampled is relatively small compared with the sample size n, the reader is advised to consult a statistician.
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approximate 0.90 confidence limits

p� 1:645
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

approximate 0.95 confidence limits

p� 1:960
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p
ð4Þ

approximate 0.99 confidence limits

p� 2:576
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p
:

Example
Refer to the data of Table 2(a) of PART 1 and Fig. 4 of PART
1 and suppose that the lower specification limit on transverse
strength is 675 psi and there is no upper specification limit.
Then, the sample percentage of bricks nonconforming (the
sample “fraction nonconforming” p) is seen to be 8/270 ¼
0.030. Rough 0.95 confidence limits for the universe fraction
nonconforming p0 are read from Fig. 4 as 0.02 to 0.07. Using
Eq (4), we have approximate 95 % confidence limits as

0:030� 1:960
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:030 1� 0:030=270ð Þ

p

¼ 0:030� 1:960 0:010ð Þ

¼
0:05

0:01

�

Even though p > 0.10, the two results agree reasonably well.
One-sided confidence limits for a population fraction p’

can be obtained directly from the Biometrika chart or Fig. 4,

but the confidence coefficient will be 0.975 instead of 0.95
as in the two-sided case. For example, with n ¼ 200 and the
sample p ¼ 0.10, the 0.975 upper one-sided confidence limit
is read from Fig. 4 to be 0.15. When the Normal approxima-
tion can be used, we will have the following approximate
one-sided confidence limits for p0.

P ¼ 0:90 :
lowerlimit ¼ p� 1:282

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

upperlimit ¼ pþ 1:282
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

P ¼ 0:95 :
lowerlimit ¼ p� 1:645

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

upperlimit ¼ pþ 1:645
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

P ¼ 0:99 :
lowerlimit ¼ p� 2:326

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p

upperlimit ¼ pþ 2:326
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ=n

p
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3
Control Chart Method of Analysis
and Presentation of Data

GLOSSARY OF TERMS AND SYMBOLS USED IN
PART 3
In general, the terms and symbols used in PART 3 have the
same meanings as in preceding parts of the Manual. In a
few cases, which are indicated in the following glossary, a
more specific meaning is attached to them for the conven-
ience of a portion or all of PART 3. Mathematical defini-
tions and derivations are given in Supplement 3.A.

GLOSSARY OF TERMS
assignable cause, n.—identifiable factor that contributes to

variation in quality and which it is feasible to detect and
identify. Sometimes referred to as a special cause.

chance cause, n.—identifiable factor that exhibits variation
that is random and free from any recognizable pattern
over time. Sometimes referred to as a common cause.

lot, n.—definite quantity of some commodity producedunder con-
ditions that are considered uniform for sampling purposes.

sample, n.—group of units, or portion of material, taken
from a larger collection of units or quantity of material,
which serves to provide information that can be used as
a basis for action on the larger quantity or on the pro-
duction process. May be referred to as a subgroup in
the construction of a control chart.

subgroup, n.—one of a series of groups of observations
obtained by subdividing a larger group of observations;
alternatively, the data obtained from one of a series of
samples taken from a series of lots or from sublots
taken from a process. One of the essential features of
the control chart method is to break up the inspection
data into rational subgroups, that is, to classify the
observed values into subgroups, within which variations
may, for engineering reasons, be considered to be due
to nonassignable chance causes only but between which
there may be differences due to one or more assignable
causes whose presence is considered possible. May be

Glossary of Symbols

Symbol General In PART 3, Control Charts

c number of nonconformities; more specifically the
number of nonconformities in a sample
(subgroup)

c4 factor that is a function of n and expresses the ratio
between the expected value of �s for a large number
of samples of n observed values each and the r of
the universe sampled. (Values of c4 ¼ Eð�sÞ=r are
given in Tables 6 and 16, and in Table 49 in Supple-
ment 3.A, based on a normal distribution.)

d2 factor that is a function of n and expresses the ratio
between expected value of R for a large number of
samples of n observed values each and the r of the
universe sampled. (Values of d2 ¼ EðRÞ=r are given
in Tables 6 and 16, and in Table 49 in Supplement
3.A, based on a normal distribution.)

k number of subgroups or samples under
consideration

MR typically the absolute value of the difference of two
successive values plotted on a control chart. It may
also be the range of a group of more than two
successive values.

absolute value of the difference of two successive
values plotted on a control chart.

MR average of n – 1 moving ranges from a series of n
values

average moving range of n – 1 moving ranges from

a series of n values MR ¼ X2�X1j jþ���þ Xn�Xn�1j j
n�1
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referred to as a sample from the process in the con-
struction of a control chart.

unit, n.—one of a number of similar articles, parts, speci-
mens, lengths, areas, etc. of a material or product.

sublot, n.—identifiable part of a lot.

GENERAL PRINCIPLES

3.1. PURPOSE
PART 3 of the Manual gives formulas, tables, and examples
that are useful in applying the control chart method [1] of

n number of observed values (observations) subgroup or sample size, that is, the number of units
or observed values in a sample or subgroup

p relative frequency or proportion, the ratio of the
number of occurrences to the total possible number
of occurrences

fraction nonconforming, the ratio of the number of
nonconforming units (articles, parts, specimens, etc.)
to the total number of units under consideration;
more specifically, the fraction nonconforming of a
sample (subgroup)

np number of occurrences number of nonconforming units; more specifically,
the number of nonconforming units in a sample of
n units

R range of a set of numbers, that is, the difference
between the largest number and the smallest
number

range of the n observed values in a subgroup
(sample) (the symbol R is also used to designate the
moving range in 29 and 30)

s sample standard deviation standard deviation of the n observed values in a
subgroup (sample)

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX1 � XÞ2 þ � � � þ ðXn � XÞ2

n� 1

s

or expressed in a form more convenient but some-
times less accurate for computation purposes

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðX2

1 þ � � � þ X2
nÞ � ðX1 þ � � � þ XnÞ2

nðn� 1Þ

s

u nonconformities per units, the number of noncon-
formities in a sample of n units divided by n

X observed value of a measurable characteristic; spe-
cific observed values are designated X1, X2, X3, etc.;
also used to designate a measurable characteristic

X average (arithmetic mean); the sum of the n
observed values divided by n

average of the n observed values in a subgroup
(sample) X ¼ X1 þX2 þ � � � þXn

n

Qualified Symbols

r�x ; rs; rR; rp ; etc. standard deviation of values of X; s, R, p, etc. standard deviation of the sampling distribution of X;
s, R, p, etc.

X, �s, R; �p; etc. average of a set of values of X; s, R, p, etc. (the over-
bar notation signifies an average value)

average of the set of k subgroup (sample) values of
X s, R, p, etc., under consideration; for samples of
unequal size, an overall or weighted average

l, r, p0, u0, c0 mean, standard deviation, fraction nonconforming,
etc., of the population

l0, r0, p0, u0, c0, standard value of l, r, p0, etc., adopted for comput-
ing control limits of a control chart for the case, Con-
trol with Respect to a Given Standard (see Sections
3.18 to 3.27)

a alpha risk of claiming that a hypothesis is true when
it is actually true

risk of claiming that a process is out of statistical
control when it is actually in statistical control, a.k.a.,
Type I error. 100(1 – a) % is the percent confidence.

b beta risk of claiming that a hypothesis is false when
it is actually false

risk of claiming that a process is in statistical control
when it is actually out of statistical control, a.k.a.,
Type II error. 100(1 – b) % is the power of a test that
declares the hypothesis is false when it is actually
false.
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analysis and presentation of data. This method requires that
the data be obtained from several samples or that the data
be capable of subdivision into subgroups based on relevant
engineering information. Although the principles of PART 3
are applicable generally to many kinds of data, they will be
discussed herein largely in terms of the quality of materials
and manufactured products.

The control chart method provides a criterion for
detecting lack of statistical control. Lack of statistical
control in data indicates that observed variations in qual-
ity are greater than should be attributed to chance. Free-
dom from indications of lack of control is necessary for
scientific evaluation of data and the determination of
quality.

The control chart method lays emphasis on the order or
grouping of the observations in a set of individual observa-
tions, sample averages, number of nonconformities, etc.,
with respect to time, place, source, or any other considera-
tion that provides a basis for a classification that may be of
significance in terms of known conditions under which the
observations were obtained.

This concept of order is illustrated by the data in Table 1
in which the width in inches to the nearest 0.0001-in. is
given for 60 specimens of Grade BB zinc that were used in
ASTM atmospheric corrosion tests.

At the left of the table, the data are tabulated without
regard to relevant information. At the right, they are shown
arranged in ten subgroups, where each subgroup relates to
the specimens from a separate milling. The information
regarding origin is relevant engineering information, which
makes it possible to apply the control chart method to these
data (see Example 3).

3.2. TERMINOLOGY AND TECHNICAL
BACKGROUND
Variation in quality from one unit of product to another is
usually due to a very large number of causes. Those causes,
for which it is possible to identify, are termed special causes,
or assignable causes. Lack of control indicates one or more
assignable causes are operative. The vast majority of causes
of variation may be found to be inconsequential and cannot
be identified. These are termed chance causes, or common

TABLE 1—Comparison of Data Before and After Subgrouping (Width in Inches of Specimens of
Grade BB zinc)

Before Subgrouping After Subgrouping

Specimen

0.5005 0.5005 0.4996
Subgroup
(Milling) 1 2 3 4 5 60.5000 0.5002 0.4997

0.5008 0.5003 0.4993

0.5000 0.5004 0.4994 1 0.5005 0.5000 0.5008 0.5000 0.5005 0.5000

0.5005 0.5000 0.4999

0.5000 0.5005 0.4996 2 0.4998 0.4997 0.4998 0.4994 0.4999 0.4998

0.4998 0.5008 0.4996

0.4997 0.5007 0.4997 3 0.4995 0.4995 0.4995 0.4995 0.4995 0.4996

0.4998 0.5008 0.4995

0.4994 0.5010 0.4995 4 0.4998 0.5005 0.5005 0.5002 0.5003 0.5004

0.4999 0.5008 0.4997

0.4998 0.5009 0.4992 5 0.5000 0.5005 0.5008 0.5007 0.5008 0.5010

0.4995 0.5010 0.4995

0.4995 0.5005 0.4992 6 0.5008 0.5009 0.5010 0.5005 0.5006 0.5009

0.4995 0.5006 0.4994

0.4995 0.5009 0.4998 7 0.5000 0.5001 0.5002 0.4995 0.4996 0.4997

0.4995 0.5000 0.5000

0.4996 0.5001 0.4990 8 0.4993 0.4994 0.4999 0.4996 0.4996 0.4997

0.4998 0.5002 0.5000

0.5005 0.4995 0.5000 9 0.4995 0.4995 0.4997 0.4995 0.4995 0.4992

10 0.4994 0.4998 0.5000 0.4990 0.5000 0.5000
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causes. However, causes of large variations in quality gener-
ally admit of ready identification.

In more detail we may say that for a constant system of
chance causes, the average X; the standard deviations s, the
value of fraction nonconforming p, or any other functions
of the observations of a series of samples will exhibit statisti-
cal stability of the kind that may be expected in random
samples from homogeneous material. The criterion of the
quality control chart is derived from laws of chance varia-
tions for such samples, and failure to satisfy this criterion is
taken as evidence of the presence of an operative assignable
cause of variation.

As applied by the manufacturer to inspection data,
the control chart provides a basis for action. Continued
use of the control chart and the elimination of assignable
causes as their presence is disclosed, by failures to meet
its criteria, tend to reduce variability and to stabilize qual-
ity at aimed-at levels [2–9]. While the control chart
method has been devised primarily for this purpose, it
provides simple techniques and criteria that have been
found useful in analyzing and interpreting other types of
data as well.

3.3. TWO USES
The control chart method of analysis is used for the follow-
ing two distinct purposes.

A. Control—No Standard Given
To discover whether observed values of X; s, p, etc., for
several samples of n observations each, vary among them-
selves by an amount greater than should be attributed to
chance. Control charts based entirely on the data from
samples are used for detecting lack of constancy of the
cause system.

B. Control with Respect to a Given Standard
To discover whether observed values of X; s, p, etc., for sam-
ples of n observations each, differ from standard values l0,
r0, p0, etc., by an amount greater than should be attributed
to chance. The standard value may be an experience value
based on representative prior data, or an economic value
established on consideration of needs of service and cost of
production, or a desired or aimed-at value designated by
specification. It should be noted particularly that the stand-
ard value of r, which is used not only for setting up control
charts for s or R but also for computing control limits on
control charts for X; should almost invariably be an experi-
ence value based on representative prior data. Control charts
based on such standards are used particularly in inspection
to control processes and to maintain quality uniformly at
the level desired.

3.4. BREAKING UP DATA INTO RATIONAL
SUBGROUPS
One of the essential features of the control chart method is
what is referred to as breaking up the data into rationally
chosen subgroups called rational subgroups. This means
classifying the observations under consideration into sub-
groups or samples, within which the variations may be con-
sidered on engineering grounds to be due to nonassignable
chance causes only, but between which the differences may
be due to assignable causes whose presence are suspected or
considered possible.

This part of the problem depends on technical knowl-
edge and familiarity with the conditions under which the
material sampled was produced and the conditions under
which the data were taken. By identifying each sample with
a time or a source, specific causes of trouble may be more
readily traced and corrected, if advantageous and economi-
cal. Inspection and test records, giving observations in the
order in which they were taken, provide directly a basis for
subgrouping with respect to time. This is commonly advanta-
geous in manufacture where it is important, from the stand-
point of quality, to maintain the production cause system
constant with time.

It should always be remembered that analysis will be
greatly facilitated if, when planning for the collection of data
in the first place, care is taken to so select the samples that
the data from each sample can properly be treated as a sep-
arate rational subgroup, and that the samples are identified
in such a way as to make this possible.

3.5. GENERAL TECHNIQUE IN USING CONTROL
CHART METHOD
The general technique (see Ref. 1, Criterion I, Chapter XX)
of the control chart method variations in quality generally
admit of ready identification is as follows. Given a set of
observations, to determine whether an assignable cause of
variation is present:
a. Classify the total number of observations into k rational

subgroups (samples) having n1, n2, …, nk observations,
respectively. Make subgroups of equal size, if practica-
ble. It is usually preferable to make subgroups not
smaller than n ¼ 4 for variables X; s, or R, nor smaller
than n ¼ 25 for (binary) attributes. (See Sections 3.13,
3.15, 3.23, and 3.25 for further discussion of preferred
sample sizes and subgroup expectancies for general
attributes.)

b. For each statistic (X , s, R, p, etc.) to be used, construct a
control chart with control limits in the manner indi-
cated in the subsequent sections.

c. If one or more of the observed values of X; s, R, p, etc.,
for the k subgroups (samples) fall outside the control
limits, take this fact as an indication of the presence of
an assignable cause.

3.6. CONTROL LIMITS AND CRITERIA OF
CONTROL
In both uses indicated in Section 3.3, the control chart
consists essentially of symmetrical limits (control limits)
placed above and below a central line. The central line
in each case indicates the expected or average value of
X; s, R, p, etc. for subgroups (samples) of n observations
each.

The control limits used here, referred to as 3-sigma con-
trol limits, are placed at a distance of three standard devia-
tions from the central line. The standard deviation is defined
as the standard deviation of the sampling distribution of the
statistical measure in question (X; s, R, p, etc.) for subgroups
(samples) of size n. Note that this standard deviation is not
the standard deviation computed from the subgroup values
(of X; s, R, p, etc.) plotted on the chart but is computed
from the variations within the subgroups (see Supplement
3.B, Note 1).
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Throughout this part of the Manual such standard devia-
tions of the sampling distributions will be designated as r�X ,
rs, rR, rp, etc., and these symbols, which consist of r and a
subscript, will be used only in this restricted sense.

For measurement data, if l and r were known, we
would have

Control limits for:

average (expected X) � 3r�x

standard deviations (expected s) � 3rs

ranges (expected R) � 3rR

where the various expected values are derived from esti-
mates of l or r. For attribute data, if p0 were known, we
would have control limits for values of p (expected p) ± 3rp,
where expected p ¼ p0.

The use of 3-sigma control limits can be attributed to
Walter Shewhart, who based this practice upon the evalua-
tion of numerous datasets [1]. Shewhart determined that
based on a single point relative to 3-sigma control limits the
control chart would signal assignable causes affecting the
process. Use of 4-sigma control limits would not be sensitive
enough, and use of 2-sigma control limits would produce too
many false signals (too sensitive) based on the evaluation of
a single point.

Figure 1 indicates the features of a control chart for
averages. The choice of the factor 3 (a multiple of the
expected standard deviation of X; s, R, p, etc.) in these
limits, as Shewhart suggested [1], is an economic choice
based on experience that covers a wide range of indus-
trial applications of the control chart, rather than on any
exact value of probability (see Supplement 3.B, Note 2).
This choice has proved satisfactory for use as a criterion
for action, that is, for looking for assignable causes of
variation.

This action is presumed to occur in the normal work
setting, where the cost of too frequent false alarms would be
uneconomic. Furthermore, the situation of too frequent false
alarms could lead to a rejection of the control chart as a
tool if such deviations on the chart are of no practical or
engineering significance. In such a case, the control limits

should be reevaluated to determine if they correctly reflect
the system of chance, or common, cause variation of the
process. For example, a control chart on a raw material
assay may have understated control limits if the data on
which they were based encompassed only a single lot of the
raw material. Some lot-to-lot raw material variation would
be expected since nature is in control of the assay of the
material as it is being mined. Of course, in some cases, some
compensation by the supplier may be possible to correct
problems with particle size and the chemical composition of
the material in order to comply with the customer’s
specification.

In exploratory research, or in the early phases of a delib-
erate investigation into potential improvements, it may be
worthwhile to investigate points that fall outside what some
have called a set of warning limits (often placed two stand-
ards deviation about the centerline). The chances that any
single point would fall two standard deviations from the
average is roughly 1:20, or 5% of the time, when the process
is indeed centered and in statistical control. Thus, stopping
to investigate a false alarm once for every 20 plotting points
on a control chart would be too excessive. Alternatively, an
effective rule of nonrandomness would be to take action if
two consecutive points were beyond the warning limits on
the same side of the centerline. The risk of such an action
would only be roughly 1:800! Such an occurrence would be
considered an unlikely event and indicate that the process is
not in control, so justifiable action would be taken to iden-
tify an assignable cause.

A control chart may be said to display a lack of con-
trol under a variety of circumstances, any of which pro-
vide some evidence of nonrandom behavior. Several of
the best known nonrandom patterns can be detected by
the manner in which one or more tests for nonrandom-
ness are violated. The following list of such tests are given
below:
1. Any single point beyond 3r limits
2. Two consecutive points beyond 2r limits on the same

side of the centerline
3. Eight points in a row on one side of the centerline
4. Six points in a row that are moving away or toward

the centerline with no change in direction (a.k.a., trend
rule)

5. Fourteen consecutive points alternating up and down
(sawtooth pattern)

6. Two of three points beyond 2r limits on the same side
of the centerline

7. Four of five points beyond 1r limits on the same side
of the centerline

8. Fifteen points in a row within the 1r limits on either
side of the centerline (a.k.a., stratification rule—sampling
from two sources within a subgroup)

9. Eight consecutive points outside the 1r limits on both
sides of the centerline (a.k.a., mixture rule—sampling
from two sources between subgroups)

There are other rules that can be applied to a control chart
in order to detect nonrandomness, but those given here are
the most common rules in practice.

It is also important to understand what risks are
involved when implementing control charts on a process. If
we state that the process is in a state of statistical control,
and present it as a hypothesis, then we can consider what
risks are operative in any process investigation. In particular,

FIG. 1—Essential features of a control chart presentation; chart
for averages.
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there are two types of risk that can be seen in the following
table:

Decision about
the State of the
Process Based on
Data

True State of the Process

Process is IN
Control

Process is OUT of
Control

Process is IN
control

No error is made Beta (b) risk, or
Type II error

Process is OUT of
control

Alpha (a) risk, or
Type I error

No error is made

For a set of data analyzed by the control chart method,
when may a state of control be assumed to exist? Assuming sub-
grouping based on time, it is usually not safe to assume that a
state of control exists unless the plotted points for at least 25
consecutive subgroups fall within 3-sigma control limits. On the
other hand, the number of subgroups needed to detect a lack
of statistical control at the start may be as small as 4 or 5. Such
a precaution against overlooking trouble may increase the risk
of a false indication of lack of control. But it is a risk almost
always worth taking in order to detect trouble early.

What does this mean? If the objective of a control chart
is to detect a process change, and that we want to know how
to improve the process, then it would be desirable to assume
a larger alpha [a] risk (smaller beta [b] risk) by using control
limits smaller than 3 standard deviations from the center-
line. This would imply that there would be more false signals
of a process change if the process were actually in control.
Conversely, if the alpha risk is too small, by using control
limits larger than 2 standard deviations from the centerline,
then we may not be able to detect a process change when it
occurs, which results in a larger beta risk.

Typically, in a process improvement effort, it is desirable
to consider a larger alpha risk with a smaller beta risk. How-
ever, if the primary objective is to control the process with a
minimum of false alarms, then it would be desirable to have a
smaller alpha risk with a larger beta risk. The latter situation
is preferable if the user is concerned about the occurrence of
too many false alarms, and is confident that the control chart
limits are the best approximation of chance cause variation.

Once statistical control of the process has been estab-
lished, occurrence of one plotted point beyond 3-sigma lim-
its in 35 consecutive subgroups or two points in 100
subgroups need not be considered a cause for action.

Note
In a number of examples in PART 3, fewer than 25 points
are plotted. In most of these examples, evidence of a lack of
control is found. In others, it is considered only that the
charts fail to show such evidence, and it is not safe to
assume a state of statistical control exists.

CONTROL—NO STANDARD GIVEN

3.7. INTRODUCTION
Sections 3.7 to 3.17 cover the technique of analysis for control
when no standard is given, as noted under A in Section 3.3.
Here standard values of l, r, p0, etc., are not given, hence
values derived from the numerical observations are used in
arriving at central lines and control limits. This is the situa-
tion that exists when the problem at hand is the analysis and

presentation of a given set of experimental data. This situa-
tion is also met in the initial stages of a program using the
control chart method for controlling quality during produc-
tion. Available information regarding the quality level and
variability resides in the data to be analyzed and the central
lines and control limits are based on values derived from
those data. For a contrasting situation, see Section 3.18.

3.8. CONTROL CHARTS FOR AVERAGES, X, AND
FOR STANDARD DEVIATIONS, s—LARGE
SAMPLES
This section assumes that a set of observed values of a vari-
able X can be subdivided into k rational subgroups (samples),
each subgroup containing n of more than 25 observed values.

A. Large Samples of Equal Size
For samples of size n, the control chart lines are as shown
in Table 2.
where

X ¼ the grand average of observed values of

X for yall samples;

¼ ðX1 þ X2 þ � � � þ XkÞ=k
ð3Þ

�s ¼ the average subgroup standard deviation,

¼ s1 þ s2 þ � � � þ skð Þ=k
ð4Þ

where the subscripts 1, 2, …, k refer to the k subgroups,
respectively, all of size n. (For a discussion of this formula,
see Supplement 3.B, Note 3; also see Example 1).

B. Large Samples of Unequal Size
Use Eqs 1 and 2 but compute X and s as follows

X ¼ the grand average of the observed values of

X for all samples

¼ n1
�X1 þ n2

�X2 þ � � � þ nk
�Xk

n1 þ n2 þ � � � þ nk

¼ grand total of X values divided by their

total number

ð5Þ

�s ¼ the weighted standard deviation

¼ n1s1 þ n2s2 þ � � � þ nksk

n1 þ n2 þ � � � þ nk

ð6Þ

TABLE 2—Equations for Control Chart Lines1

Central Line Control Limits

For averages X X X � 3 �sffiffiffiffiffiffiffiffiffiffi
n�0:5
p ð1Þa

For standard deviations s �s �s� 3 �sffiffiffiffiffiffiffiffiffiffiffiffi
2n�2:5
p ð2Þb

1 Previous editions of this manual had used n instead of n � 0.5 in Eq 1,
and 2(n � 1) instead of 2n � 2.5 in Eq 2 for control limits. Both formu-
las are approximations, but the present ones are better for n less than
50. Also, it is important to note that the lower control limit for the
standard deviation chart is the maximum of �s� 3rs and 0 since negative
values have no meaning. This idea also applies to the lower control lim-
its for attribute control charts.
a Eq 1 for control limits is an approximation based on Eq 70, Supple-
ment 3.A. It may be used for n of 10 or more.
b Eq 2 for control limits is an approximation based on Eq 75, Supple-
ment 3.A. It may be used for n of 10 or more.
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where the subscripts 1, 2, …, k refer to the k subgroups,
respectively. (For a discussion of this formula, see Supple-
ment 3.B, Note 3.) Then compute control limits for each
sample size separately, using the individual sample size, n, in
the formula for control limits (see Example 2).

When most of the samples are of approximately equal
size, computing and plotting effort can be saved by the pro-
cedure given in Supplement 3.B, Note 4.

3.9. CONTROL CHARTS FOR AVERAGES X, AND
FOR STANDARD DEVIATIONS, s—SMALL SAMPLES
This section assumes that a set of observed values of a vari-
able X is subdivided into k rational subgroups (samples),
each subgroup containing n ¼ 25 or fewer observed values.

A. Small Samples of Equal Size
For samples of size n, the control chart lines are shown in
Table 3. The centerlines for these control charts are defined
as the overall average of the statistics being plotted, and can
be expressed as

X ¼ the grand average of observed values of

X for all samples,

�s ¼ s1 þ s2 þ � � � þ sk

k

ð9Þ

and s1, s2, etc., refer to the observed standard deviations for
the first, second, etc., samples and factors c4, A3, B3, and B4

are given in Table 6. For a discussion of Eq 9, see Supple-
ment 3.B, Note 3; also see Example 3.

B. Small Samples of Unequal Size
For small samples of unequal size, use Eqs 7 and 8 (or cor-
responding factors) for computing control chart lines. Com-
pute X by Eq 5. Obtain separate derived values of �s for the
different sample sizes by the following working rule: Com-
pute r̂ the overall average value of the observed ratio s=c4
for the individual samples; then compute �s ¼ c4r̂ for each
sample size n. As shown in Example 4, the computation can
be simplified by combining in separate groups all samples
having the same sample size n. Control limits may then be
determined separately for each sample size. These difficul-
ties can be avoided by planning the collection of data so that
the samples are made of equal size. The factor c4 is given in
Table 6 (see Example 4).

3.10. CONTROL CHARTS FOR AVERAGES, X,
AND FOR RANGES, R—SMALL SAMPLES
This section assumes that a set of observed values of a vari-
able X is subdivided into k rational subgroups (samples),
each subgroup containing n ¼ 10 or fewer observed values.

TABLE 3—Equations for Control Chart Linesa

Central Line

Control Limits

Equation Using Factors in
Table 6 Alternate Equation

For averages X X X �A3�s: X � 3 �sffiffiffiffiffiffiffiffiffiffiffi
n� 0:5
p ð7Þa

For standard deviations s �s B4�s and B3�s �s� 3 �sffiffiffiffiffiffiffiffiffiffiffiffiffi
2n�2:5
p ð8Þb

a Alternate Eq 7 is an approximation based on Eq 70, Supplement 3.A. It may be used for n of 10 or more. The values of A3

in the tables were computed from Eqs 42 and 57 in Supplement 3.A.
b Alternate Eq 8 is an approximation based on Eq 75, Supplement 3.A. It may be used for n of 10 or more. The values of B3

and B4 in the tables were computed from Eqs 42, 61, and 62 in Supplement 3.A.

TABLE 4—Equations for Control Chart Lines

Central Line

Control Limits

Equation Using Factors
in Table 6 Alternate Equation

For averages X X X �A2R X � 3 R
d2
ffiffiffi
n
p ð10Þ

For ranges R R D4R and D3R R� 3 d3R
d2

ð11Þ

TABLE 5—Equations for Control Chart Linesa

Central Line Control Limits

Averages using s X X � A3s ðs as given by Eq 9Þ

Averages using R X X � A2R (R as given by Eq 12)

Standard deviations �s B4�s and B3�s (�s as given by Eq 9)

Ranges R D4R and D3R (R as given by Eq 12)

a Control—no standard given (l, r, not given)—small samples of equal size.
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The range, R, of a sample is the difference between the
largest observation and the smallest observation. When n ¼
10 or less, simplicity and economy of effort can be obtained
by using control charts for X and R in place of control
charts for X and s. The range is not recommended, however,
for samples of more than 10 observations, since it becomes
rapidly less effective than the standard deviation as a detec-
tor of assignable causes as n increases beyond this value. In
some circumstances, it may be found satisfactory to use the
control chart for ranges for samples up to n ¼ 15, as when
data are plentiful or cheap. On occasion, it may be desirable

to use the chart for ranges for even larger samples: for this
reason Table 6 gives factors for samples as large as n ¼ 25.

A. Small Samples of Equal Size
For samples of size n, the control chart lines are as shown
in Table 4.

Where X is the grand average of observed values of X
for all samples, R is the average value of range R for the k
individual samples

ðR1 þ R2 þ :::þ RkÞ=k ð12Þ

TABLE 6—Factors for Computing Control Chart Lines—No Standard Given

Chart for Averages Chart for Standard Deviations Chart for Ranges

Factors for Control Limits
Factors for
Central Line Factors for Control Limits

Factors for
Central Line Factors for Control Limits

Observations
in Sample, n A2 A3 c4 B3 B4 d2 D3 D4

2 1.880 2.659 0.7979 0 3.267 1.128 0 3.267

3 1.023 1.954 0.8862 0 2.568 1.693 0 2.575

4 0.729 1.628 0.9213 0 2.266 2.059 0 2.282

5 0.577 1.427 0.9400 0 2.089 2.326 0 2.114

6 0.483 1.287 0.9515 0.030 1.970 2.534 0 2.004

7 0.419 1.182 0.9594 0.118 1.882 2.704 0.076 1.924

8 0.373 1.099 0.9650 0.185 1.815 2.847 0.136 1.864

9 0.337 1.032 0.9693 0.239 1.761 2.970 0.184 1.816

10 0.308 0.975 0.9727 0.284 1.716 3.078 0.223 1.777

11 0.285 0.927 0.9754 0.321 1.679 3.173 0.256 1.744

12 0.266 0.886 0.9776 0.354 1.646 3.258 0.283 1.717

13 0.249 0.850 0.9794 0.382 1.618 3.336 0.307 1.693

14 0.235 0.817 0.9810 0.406 1.594 3.407 0.328 1.672

15 0.223 0.789 0.9823 0.428 1.572 3.472 0.347 1.653

16 0.212 0.763 0.9835 0.448 1.552 3.532 0.363 1.637

17 0.203 0.739 0.9845 0.466 1.534 3.588 0.378 1.622

18 0.194 0.718 0.9854 0.482 1.518 3.640 0.391 1.609

19 0.187 0.698 0.9862 0.497 1.503 3.689 0.404 1.596

20 0.180 0.680 0.9869 0.510 1.490 3.735 0.415 1.585

21 0.173 0.663 0.9876 0.523 1.477 3.778 0.425 1.575

22 0.167 0.647 0.9882 0.534 1.466 3.819 0.435 1.565

23 0.162 0.633 0.9887 0.545 1.455 3.858 0.443 1.557

24 0.157 0.619 0.9892 0.555 1.445 3.895 0.452 1.548

25 0.153 0.606 0.9896 0.565 1.435 3.931 0.459 1.541

Over 25 . . . a b c d . . . . . . . . .

a3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 0:5:
p

c1 � 3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n � 2:5:
p

bð4n� 4Þ=ð4n� 3Þ: d1 þ 3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n � 2:5:
p
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and the factors d2, A2, D3, and D4 are given in Table 6 and
d3 in Table 49 (see Example 5).

B. Small Samples of Unequal Size
For small samples of unequal size, use Eqs 10 and 11 (or
corresponding factors) for computing control chart lines.
Compute X by Eq 5. Obtain separate derived values of R for
the different sample sizes by the following working rule:
compute r̂; the overall average value of the observed ratio
R/d2 for the individual samples. Then compute R ¼ d2r̂ for
each sample size n. As shown in Example 6, the computation
can be simplified by combining in separate groups all sam-
ples having the same sample size n. Control limits may then
be determined separately for each sample size. These diffi-
culties can be avoided by planning the collection of data so
that the samples are made of equal size.

3.11. SUMMARY, CONTROL CHARTS FOR X, s,
AND r—NO STANDARD GIVEN
The most useful formulas and equations from Sections 3.7
to 3.10, inclusive, are collected in Table 5 and are followed
by Table 6, which gives the factors used in these and other
formulas.

3.12. CONTROL CHARTS FOR ATTRIBUTES DATA
Although in what follows the fraction p is designated frac-
tion nonconforming, the methods described can be applied
quite generally and p may in fact be used to represent the
ratio of the number of items, occurrences, etc. that possess
some given attribute to the total number of items under
consideration.

The fraction nonconforming, p, is particularly useful
in analyzing inspection and test results that are obtained
on a “go/no-go” basis (method of attributes). In addition, it
is used in analyzing results of measurements that are
made on a scale and recorded (method of variables). In
the latter case, p may be used to represent the fraction of
the total number of measured values falling above any
limit, below any limit, between any two limits, or outside
any two limits.

The fraction p is used widely to represent the fraction
nonconforming, that is, the ratio of the number of noncon-
forming units (articles, parts, specimens, etc.) to the total
number of units under consideration. The fraction noncon-
forming is used as a measure of quality with respect to a sin-
gle quality characteristic or with respect to two or more
quality characteristics treated collectively. In this connection
it is important to distinguish between a nonconformity and
a nonconforming unit. A nonconformity is a single instance
of a failure to meet some requirement, such as a failure to
comply with a particular requirement imposed on a unit of
product with respect to a single quality characteristic. For
example, a unit containing departures from requirements of
the drawings and specifications with respect to (1) a particu-
lar dimension, (2) finish, and (3) absence of chamfer, con-
tains three defects. The words “nonconforming unit” define
a unit (article, part, specimen, etc.) containing one or more
“nonconformities” with respect to the quality characteristic
under consideration.

When only a single quality characteristic is under con-
sideration, or when only one nonconformity can occur on a
unit, the number of nonconforming units in a sample will
equal the number of nonconformities in that sample.

However, it is suggested that under these circumstances the
phrase “number of nonconforming units” be used rather
than “number of nonconformities.”

Control charts for attributes are usually based either on
counts of occurrences or on the average of such counts. This
means that a series of attribute samples may be summarized
in one of these two principal forms of a control chart and,
although they differ in appearance, both will produce essen-
tially the same evidence as to the state of statistical control.
Usually it is not possible to construct a second type of con-
trol chart based on the same attribute data, which gives evi-
dence different from that of the first type of chart as to the
state of statistical control in the way the X and s (or X and R)
control charts do for variables.

An exception may arise when, say, samples are com-
posed of similar units in which various numbers of noncon-
formities may be found. If these numbers in individual
units are recorded, then in principle it is possible to plot a
second type of control chart reflecting variations in the
number of nonuniformities from unit to unit within sam-
ples. Discussion of statistical methods for helping to judge
whether this second type of chart gives different informa-
tion on the state of statistical control is beyond the scope
of this Manual.

In control charts for attributes, as in s and R control
charts for small samples, the lower control limit is often at
or near zero. A point above the upper control limit on an
attribute chart may lead to a costly search for cause. It is
important, therefore, especially when small counts are likely
to occur, that the calculation of the upper limit accounts
adequately for the magnitude of chance variation that may
be expected. Ordinarily there is little to justify the use of a
control chart for attributes if the occurrence of one or two
nonconformities in a sample causes a point to fall above the
upper control limit.

Note
To avoid or minimize this problem of small counts, it is best
if the expected or estimated number of occurrences in a
sample is four or more. An attribute control chart is least
useful when the expected number of occurrences in a sam-
ple is less than one.

Note
The lower control limit based on the formulas given may
result in a negative value that has no meaning. In such situa-
tions, the lower control limit is simply set at zero.

It is important to note that a positive non-zero lower
control limit offers the opportunity for a plotted point to fall
below this limit when the process quality level significantly
improves. Identifying the assignable cause(s) for such points
will usually lead to opportunities for process and quality
improvements.

3.13. CONTROL CHART FOR FRACTION
NONCONFORMING, p
This section assumes that the total number of units tested is
subdivided into k rational subgroups (samples) consisting of
n1, n2, …, nk units, respectively, for each of which a value of
p is computed.

Ordinarily the control chart of p is most useful when
the samples are large, say when n is 50 or more, and when
the expected number of nonconforming units (or other
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occurrences of interest) per sample is four or more, that
is, the expected np is four or more. When n is less than 25
or when the expected np is less than 1, the control chart
for p may not yield reliable information on the state of
control.

The average fraction nonconforming �p is defined as

�p ¼ total # of nonconforming units in all samples
total # of units in all samples

¼ fraction nonconforming in the complete

set of test results.

ð13Þ

A. Samples of Equal Size
For a sample of size n, the control chart lines are as follows
in Table 7 (see Example 7).

When �p is small, say less than 0.10, the factor 1� �p may
be replaced by unity for most practical purposes, which
gives control limits for p by the simple relation

�p � 3

ffiffiffi
�p
n

r
ð14aÞ

B. Samples of Unequal Size
Proceed as for samples of equal size but compute control
limits for each sample size separately.

When the data are in the form of a series of k subgroup
values of p and the corresponding sample sizes n, �p may be
computed conveniently by the relation

�p ¼ n1p1 þ n2p2 þ � � � þ nkpk

n1 þ n2 þ � � � þ nk
ð15Þ

where the subscripts 1, 2, …, k refer to the k subgroups.
When most of the samples are of approximately equal size,
computation and plotting effort can be saved by the proce-
dure in Supplement 3.B, Note 4 (see Example 8).

Note
If a sample point falls above the upper control limit for p
when n�p is less than 4, the following check and adjustment
method is recommended to reduce the incidence of mis-
leading indications of a lack of control. If the non-integral
remainder of the product of n and the upper control limit
value for p is one-half or less, the indication of a lack of
control stands. If that remainder exceeds one-half, add one
to the product and divide the sum by n to calculate an
adjusted upper control limit for p. Check for an indication
of lack of control in p against this adjusted limit (see
Examples 7 and 8).

3.14. CONTROL CHART FOR NUMBERS OF
NONCONFORMING UNITS, np
The control chart for np, number of conforming units in a
sample of size n, is the equivalent of the control chart for p,

for which it is a convenient practical substitute when all
samples have the same size n. It makes direct use of the
number of nonconforming units np, in a sample (np ¼ the
fraction nonconforming times the sample size).

For samples of size n, the control chart lines are as
shown in Table 8, where

n�p ¼ total number of nonconforming units in

all samples/number of samples

¼ the average number of nonconforming

units in the k individual samples, and

�p ¼ the value given by Eq 13:

ð17Þ

When �p is small, say, less than 0.10, the factor 1 – �p may be
replaced by unity for most practical purposes, which gives
control limits for np by the simple relation

n�p� 3
ffiffiffiffiffiffi
n�p

p
ð18Þ

or, in other words, it can be read as the avg. number of noncon-
forming units ±3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
average number of nonconforming units

p
where “average number of nonconforming units” means the
average number in samples of equal size (see Example 7).

When the sample size, n, varies from sample to sample,
the control chart for p (Section 3.13) is recommended in
preference to the control chart for np; in this case, a graphi-
cal presentation of values of np does not give an easily
understood picture, since the expected values, n�p; (central
line on the chart) vary with n, and therefore the plotted val-
ues of np become more difficult to compare. The recom-
mendations of Section 3.13 as to size of n and expected np
in a sample apply also to control charts for the numbers of
nonconforming units.

When only a single quality characteristic is under con-
sideration, and when only one nonconformity can occur on
a unit, the word “nonconformity” can be substituted for the
words “nonconforming unit” throughout the discussion of
this section but this practice is not recommended.

Note
If a sample point falls above the upper control limit for np
when n�p is less than 4, the following check and adjustment
procedure is to be recommended to reduce the incidence
of misleading indications of a lack of control. If the nonin-
tegral remainder of the upper control limit value for np is
one-half or less, the indication of a lack of control stands.
If that remainder exceeds one-half, add one to the upper
control limit value for np to adjust it. Check for an indica-
tion of lack of control in np against this adjusted limit (see
Example 7).

3.15. CONTROL CHART FOR NONCONFORMITIES
PER UNIT, u
In inspection and testing, there are circumstances where it is
possible for several nonconformities to occur on a single
unit (article, part, specimen, unit length, unit area, etc.) of
product, and it is desired to control the number of

TABLE 8—Equations for Control Chart Lines

Central Line Control Limits

For values of np n�p n�p� 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n�p 1� �pð Þ

p
ð16Þ

TABLE 7—Equations for Control Chart Lines

Central Line Control Limits

For values of p �p �p� 3
ffiffiffiffiffiffiffiffiffiffiffiffi
�p 1��pð Þ

n

q
ð14Þ
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nonconformities per unit, rather than the fraction noncon-
forming. For any given sample of units, the numerical value
of nonconformities per unit, u, is equal to the number of
nonconformities in all the units in the sample divided by the
number of units in the sample.

The control chart for the nonconformities per unit in a
sample u is convenient for a product composed of units for
which inspection covers more than one characteristic, such
as dimensions checked by gages, electrical and mechanical
characteristics checked by tests, and visual nonconformities
observed by the eye. Under these circumstances, several
independent nonconformities may occur on one unit of
product and a better measure of quality is obtained by mak-
ing a count of all nonconformities observed and dividing by
the number of units inspected to give a value of noncon-
formities per unit, rather than merely counting the number
of nonconforming units to give a value of fraction noncon-
forming. This is particularly the case for complex assemblies
where the occurrence of two or more nonconformities on a
unit may be relatively frequent. However, only independent
nonconformities are counted. Thus, if two nonconformities
occur on one unit of product and the second is caused by
the first, only the first is counted.

The control chart for nonconformities per unit (more
particularly the chart for number of nonconformities, see
Section 3.16) is a particularly convenient one to use when
the number of possible nonconformities on a unit is indeter-
minate, as for physical defects (finish or surface irregular-
ities, flaws, pin-holes, etc.) on such products as textiles, wire,
sheet materials, etc., which are not continuous or extensive.
Here, the opportunity for nonconformities may be numer-
ous though the chances of nonconformities occurring at any
one spot may be small.

This section assumes that the total number of units
tested is subdivided into k rational subgroups (samples) con-
sisting of n1, n2, …, nk units, respectively, for each of which a
value of u is computed.

The control chart for u is most useful when the
expected nu is 4 or more. When the expected nu is less than
1, the control chart for u may not yield reliable information
on the state of control.

The average nonconformities per unit, �u is defined as

�u ¼ total # nonconformities in all samples
total # units in all samples

¼ nonconformities per unit in the complete

set of test results

ð19Þ

The simplified relations shown for control limits for
nonconformities per unit assume that for each of the char-
acteristics under consideration the ratio of the expected
number of nonconformities to the possible number of non-
conformities is small, say less than 0.10, an assumption that
is commonly satisfied in quality control work. For an ex-
planation of the nature of the distribution involved, see
Supplement 3.B, Note 5.

A. Samples of Equal Size
For samples of size n (n ¼ number of units), the control
chart lines are as shown in Table 9.

For samples of equal size, a chart for the number of non-
conformities, c, is recommended, see Section 3.16. In the special
case where each sample consists of only one unit, that is, n ¼ 1;

then the chart for u (nonconformities per unit) is identical with
that chart for c (number of nonconformities) and may be
handled in accordance with Section 3.16. In this case the chart
may be referred to either as a chart for nonconformities per
unit or as a chart for number of nonconformities, but the latter
designation is recommended (see Example 9).

B. Samples of Unequal Size
Proceed as for samples of equal size but compute the con-
trol limits for each sample size separately.

When the data are in the form of a series of subgroup
values of u and the corresponding sample sizes, �u may be
computed by the relation

�u ¼ niu1 þ n2u2 þ � � � þ nkuk

n1 þ n2 þ � � � þ nk
ð21Þ

where as before, the subscripts 1, 2, …, k refer to the k
subgroups.

Note that n1, n2, etc., need not be whole numbers. For
example, if u represents nonconformities per 1,000 ft of
wire, samples of 4,000 ft, 5,280 ft, etc., then the correspond-
ing values will be 4.0, 5.28, etc., units of 1,000 ft.

When most of the samples are of approximately equal
size, computing and plotting effort can be saved by the pro-
cedure in Supplement 3.B, Note 4 (see Example 10).

Note
If a sample point falls above the upper limit for u where n�u
is less than 4, the following check and adjustment procedure
is recommended to reduce the incidence of misleading indi-
cations of a lack of control. If the nonintegral remainder of
the product of n and the upper control limit value for u is
one half or less, the indication of a lack of control stands. If
that remainder exceeds one-half, add one to the product and
divide the sum by n to calculate an adjusted upper control
limit for u. Check for an indication of lack of control in u
against this adjusted limit (see Examples 9 and 10).

3.16. CONTROL CHART FOR NUMBER OF
NONCONFORMITIES, c
The control chart for c, the number of nonconformities in a
sample, is the equivalent of the control chart for u, for
which it is a convenient practical substitute when all samples
have the same size n (number of units).

A. Samples of Equal Size
For samples of equal size, if the average number of noncon-
formities per sample is �c the control chart lines are as
shown in Table 10.

TABLE 9—Equations for Control Chart Lines

Central Line Control Limits

For values of u �u �u� 3
ffiffiffi
�u
n

q
ð20Þ

TABLE 10—Equations for Control Chart Lines

Central Line Control Limits

For values of c �c �c � 3
ffiffiffi
�c
p

ð22Þ
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where

�c ¼ total number of nonconformities in all samples
number of samples

¼ average number of nonconformities per sample.
ð23Þ

The use of c is especially convenient when there is no
natural unit of product, as for nonconformities over a sur-
face or along a length, and where the problem is to deter-
mine uniformity of quality in equal lengths, areas, etc., of
product (see Examples 9 and 11).

B. Samples of Unequal Size
For samples of unequal size, first compute the average non-
conformities per unit �u by Eq 19; then compute the control
limits for each sample size separately as shown in Table 11.

The control chart for u is recommended as preferable
to the control chart for c when the sample size varies from
sample to sample for reasons stated in discussing the control
charts for p and np. The recommendations of Section 3.15
as to expected c ¼ n�u also applies to control charts for num-
bers of nonconformities.

Note
If a sample point falls above the upper control limit for c
when n�u is less than 4, the following check and adjustment
procedure is to be recommended to reduce the incidence
of misleading indications of a lack of control. If the non-
integral remainder of the upper control limit for c is one-
half or less, the indication of a lack of control stands. If
that remainder exceeds one-half, add one to the upper con-
trol limit value for c to adjust it. Check for an indication of
lack of control in c against this adjusted limit (see Exam-
ples 9 and 11).

3.17. SUMMARY, CONTROL CHARTS FOR p, np,
u, AND c—NO STANDARD GIVEN
The formulas of Sections 3.13 to 3.16, inclusive, are collected
as shown in Table 12 for convenient reference.

CONTROL WITH RESPECT TO A GIVEN
STANDARD

3.18. INTRODUCTION
Sections 3.18 to 3.27 cover the technique of analysis for con-
trol with respect to a given standard, as noted under (B) in
Section 3.3. Here, standard values of l, r, p,0 etc., are given,
and are those corresponding to a given standard distribution.
These standard values, designated as l0, r0, p0, etc., are used
in calculating both central lines and control limits. (When only
l0 is given and no prior data are available for establishing a
value of r0, analyze data from the first production period as
in Sections 3.7 to 3.10, but use l0 for the central line.)

Such standard values are usually based on a control
chart analysis of previous data (for the details, see Supple-
ment 3.B, Note 6), but may be given on the basis described
in Section 3.3B. Note that these standard values are set up
before the detailed analysis of the data at hand is undertaken
and frequently before the data to be analyzed are collected.
In addition to the standard values, only the information
regarding sample size or sizes is required in order to com-
pute central lines and control limits.

For example, the values to be used as central lines on
the control charts are

for averages, l0

for standard deviations, c4r0

for ranges, d2r0

for values of p, p0

etc.

where factors c4 and d2, which depend only on the sam-
ple size, n, are given in Table 16, and defined in Supple-
ment 3.A.

Note that control with respect to a given standard may
be a more exacting requirement than control with no stand-
ard given, described in Sections 3.7 to 3.17. The data must
exhibit not only control but control at a standard level and
with no more than standard variability.

Extending control limits obtained from a set of existing
data into the future and using these limits as a basis for pur-
posive control of quality during production, is equivalent to
adopting, as standard, the values obtained from the existing
data. Standard values so obtained may be tentative and sub-
ject to revision as more experience is accumulated (for
details, see Supplement 3.B, Note 6).

TABLE 12—Equations for Control Chart Lines

Control—No Standard Given—Attributes Data

Central Line Control Limits Approximation

Fraction nonconforming p �p �p � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�p 1� �pð Þ

n

q
�p � 3

ffiffiffi
�p
n

q

Number of nonconforming units np n�p n�p � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n�p 1� �pð Þ

p
n�p � 3

ffiffiffiffiffiffi
n�p
p

Nonconformities per unit, u �u �u � 3
ffiffiffi
�u
n

q
. . .

Number of nonconformities c

samples of equal size �c �c � 3
ffiffiffi
�c
p

. . .

samples of unequal size n�u n�u � 3
ffiffiffiffiffiffi
n�u
p

. . .

TABLE 11—Equations for Control Chart Lines

Central Line Control Limits

For values of c n�u n�u � 3
ffiffiffiffiffiffi
n�u
p

ð24Þ
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Note
Two situations that are not covered specifically within this
section should be mentioned.
1. In some cases a standard value of l is given as noted

above, but no standard value is given for r. Here r is
estimated from the analysis of the data at hand and the
problem is essentially one of controlling X at the stand-
ard level l0 that has been given.

2. In other cases, interest centers on controlling the conform-
ance to specified minimum and maximum limits within
which material is considered acceptable, sometimes estab-
lished without regard to the actual variation experienced in
production. Such limits may prove unrealistic when data
are accumulated and an estimate of the standard deviation,
say r* of the process is obtained therefrom. If the natural
spread of the process (a band having a width of 6r*), is
wider than the spread between the specified limits, it is nec-
essary either to adjust the specified limits or to operate
within a band narrower than the process capability. Con-
versely, if the spread of the process is narrower than the
spread between the specified limits, the process will deliver
a more uniform product than required. Note that in the lat-
ter event when only maximum and minimum limits are
specified, the process can be operated at a level above or
below the indicated mid-value without risking the produc-
tion of significant amounts of unacceptable material.

3.19. CONTROL CHARTS FOR AVERAGES X AND
FOR STANDARD DEVIATION, s
For samples of size n, the control chart lines are as shown
in Table 13.

For samples of n greater than 25, replace c4 by (4n – 4)/
(4n – 3).

See Examples 12 and 13; also see Supplement 3.B,
Note 9.

For samples of n ¼ 25 or less, use Table 16 for factors
A, B5, and B6. Factors c4, A, B5, and B6 are defined in Sup-
plement 3.A. See Examples 14 and 15.

3.20. CONTROL CHART FOR RANGES R
The range, R, of a sample is the difference between the larg-
est observation and the smallest observation.

For samples of size n, the control chart lines are as
shown in Table 14.

Use Table 16 for factors d2, D1, and D2.
Factors d2, d3, D1, and D2 are defined in Supplement 3.A.
For comments on the use of the control chart for

ranges, see Section 3.10 (also see Example 16).

3.21. SUMMARY, CONTROL CHARTS FOR X, s,
AND r—STANDARD GIVEN
The most useful formulas from Sections 3.19 and 3.20 are
summarized as shown in Table 15 and are followed by
Table 16, which gives the factors used in these and other
formulas.

3.22. CONTROL CHARTS FOR ATTRIBUTES DATA
The definitions of terms and the discussions in Sections 3.12
to 3.16, inclusive, on the use of the fraction nonconforming,
p, number of nonconforming units, np, nonconformities per
unit, u, and number of nonconformities, c, as measures of
quality are equally applicable to the sections which follow
and will not be repeated here. It will suffice to discuss the
central lines and control limits when standards are given.

3.23. CONTROL CHART FOR FRACTION
NONCONFORMING, p
Ordinarily, the control chart for p is most useful when sam-
ples are large, say, when n is 50 or more and when the
expected number of nonconforming units (or other occur-
rences of interest) per sample is four or more, that is, the
expected values of np is four or more. When n is less than

TABLE 15—Equations for Control Chart Lines

Control with Respect to a Given Standard (l0, r0 Given)

Central Line Control Limits

Average X l0 l0 ± Ar0

Standard deviation s c4r0 B6r0 and B5r0

Range R d2r0 D2r0 and D1r0

TABLE 13—Equations for Control Chart Lines2

Control Limits

Central Line Formula Using Factors in Table 16 Alternate Formula

For averages X l0 l0 ± Ar0 l0 � 3 r0ffiffiffi
n
p ð25Þ

For standard deviations s c4r0 B6 r0 and B4 r0 c4r0 � r0ffiffiffiffiffiffiffiffiffiffiffiffi
2n�1:5
p ð26Þa

2 Previous editions of this manual had 2(n � 1) instead of 2n � 1.5 in alternate Eq 26. Both formulas are approximations, but
the present one is better for n less than 50.
a Alternate Eq 26 is an approximation based on Eq 74, Supplement 3.A. It may be used for n of 10 or more. The values of B5

and B6 given in the tables are computed from Eqs 42, 59, and 60 in Supplement 3.A.

TABLE 14—Equations for Control Chart Lines

Central Line

Control Limits

Equation Using Factors in Table 16 Alternate Equation

For range R d2r0 D2r0 and D1r0 d2r0 � d3r0 ð27Þ
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25 or the expected np is less than 1, the control chart for p
may not yield reliable information on the state of control
even with respect to a given standard.

For samples of size n, where p0 is the standard value of
p, the control chart lines are as shown in Table 17 (see
Example 17).

When p0 is small, say less than 0.10, the factor 1 – p0

may be replaced by unity for most practical purposes, which
gives the simple relation for computing the control limits for
p as

p ¼ p0 � 3

ffiffiffiffiffi
p0

n

r
ð28aÞ

TABLE 16—Factors for Computing Control Chart Lines—Standard Given

Chart for
Averages Chart for Standard Deviations Chart for Ranges

Factors for
Control Limits

Factor for
Central Line Factors for Control Limits

Factor for
Central Line Factors for Control Limits

Observations
in Sample, n A c4 B5 B6 d2 D1 D2

2 2.121 0.7979 0 2.606 1.128 0 3.686

3 1.732 0.8862 0 2.276 1.693 0 4.358

4 1.500 0.9213 0 2.088 2.059 0 4.698

5 1.342 0.9400 0 1.964 2.326 0 4.918

6 1.225 0.9515 0.029 1.874 2.534 0 5.079

7 1.134 0.9594 0.113 1.806 2.704 0.205 5.204

8 1.061 0.9650 0.179 1.751 2.847 0.388 5.307

9 1.000 0.9693 0.232 1.707 2.970 0.547 5.393

10 0.949 0.9727 0.276 1.669 3.078 0.686 5.469

11 0.905 0.9754 0.313 1.637 3.173 0.811 5.535

12 0.866 0.9776 0.346 1.610 3.258 0.923 5.594

13 0.832 0.9794 0.374 1.585 3.336 1.025 5.647

14 0.802 0.9810 0.399 1.563 3.407 1.118 5.696

15 0.775 0.9823 0.421 1.544 3.472 1.203 5.740

16 0.750 0.9835 0.440 1.526 3.532 1.282 5.782

17 0.728 0.9845 0.458 1.511 3.588 1.356 5.820

18 0.707 0.9854 0.475 1.496 3.640 1.424 5.856

19 0.688 0.9862 0.490 1.483 3.689 1.489 5.889

20 0.671 0.9869 0.504 1.470 3.735 1.549 5.921

21 0.655 0.9876 0.516 1.459 3.778 1.606 5.951

22 0.640 0.9882 0.528 1.448 3.819 1.660 5.979

23 0.626 0.9887 0.539 1.438 3.858 1.711 6.006

24 0.612 0.9892 0.549 1.429 3.895 1.759 6.032

25 0.600 0.9896 0.559 1.420 3.931 1.805 6.056

Over 25 3=
ffiffiffi
n
p

a b c . . . . . . . . .

a 4n� 4ð Þ= 4n� 3ð Þ.
b 4n� 4ð Þ= 4n� 3ð Þ � 3=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 2:5
p

c 4n� 4ð Þ= 4n� 3ð Þ þ 3=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 2:5
p

See Supplement 3.B, Note 9, on replacing first term in footnotes b and c by unity.

TABLE 17—Equations for Control Chart Lines

Central Line Control Limits

For values of p p0 p0 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1�p0ð Þ

n

q
ð28Þ
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For samples of unequal size, proceed as for samples of
equal size but compute control limits for each sample size
separately (see Example 18).

When detailed inspection records are maintained, the
control chart for p may be broken down into a number of
component charts with advantage (see Example 19). See the
NOTE at the end of Section 3.13 for possible adjustment of
the upper control limit when np0 is less than 4. (Substitute
np0 for n�p:) See Examples 17, 18, and 19 for applications.

3.24. CONTROL CHART FOR NUMBER OF
NONCONFORMING UNITS, np
The control chart for np, number of nonconforming units in
a sample, is the equivalent of the control chart for fraction
nonconforming, p, for which it is a convenient practical sub-
stitute, particularly when all samples have the same size, n.
It makes direct use of the number of nonconforming units,
np, in a sample (np ¼ the product of the sample size and the
fraction nonconforming). See Example 17.

For samples of size n, where p0 is the standard value of
p, the control chart lines are as shown in Table 18.

When p0 is small, say less than 0.10, the factor 1 – p0 may
be replaced by unity for most practical purposes, which gives
the simple relation for computing the control limits for np as

np0 � 3
ffiffiffiffiffiffiffiffi
np0
p ð30Þ

As noted in Section 3.14, the control chart for p is rec-
ommended as preferable to the control chart for np when
the sample size varies from sample to sample. The recom-
mendations of Section 3.23 as to size of n and the expected
np in a sample also apply to control charts for the number
of nonconforming units.

When only a single quality characteristic is under con-
sideration, and when only one nonconformity can occur on
a unit, the word “nonconformity” can be substituted for the
words “nonconforming unit” throughout the discussion of
this article, but this practice is not recommended. See the
NOTE at the end of Section 3.14 for possible adjustment of
the upper control limit when np0 is less than 4. (Substitute
np0 for n�p:) See Examples 17 and 18.

3.25. CONTROL CHART FOR NONCONFORMITIES
PER UNIT, u
For samples of size n (n ¼ number of units), where u0 is the
standard value of u, the control chart lines are as shown in
Table 19.

See Examples 20 and 21.
As noted in Section 3.15, the relations given here assume

that for each of the characteristics under consideration, the

ratio of the expected to the possible number of nonconform-
ities is small, say less than 0.10.

If u represents “nonconformities per 1,000 ft of wire,” a
“unit” is 1,000 ft of wire. Then if a series of samples of 4,000 ft
are involved, u0 represents the standard or expected number of
nonconformities per 1,000 ft, and n ¼ 4. Note that n need not
be a whole number, for if samples comprise 5,280 ft of wire
each, n ¼ 5.28, that is, 5.28 units of 1,000 ft (see Example 11).

Where each sample consists of only one unit, that is
n ¼ 1, then the chart for u (nonconformities per unit) is
identical with the chart for c (number of nonconformities)
and may be handled in accordance with Section 3.26. In this
case the chart may be referred to either as a chart for non-
conformities per unit or as a chart for number of noncon-
formities, but the latter practice is recommended.

Ordinarily, the control chart for u is most useful when the
expected nu is 4 or more. When the expected nu is less than 1,
the control chart for u may not yield reliable information on
the state of control even with respect to a given standard.

See the NOTE at the end of Section 3.15 for possible
adjustment of the upper control limit when nu0 is less than
4. (Substitute nu0 for n�u.) See Examples 20 and 21.

3.26. CONTROL CHART FOR NUMBER OF
NONCONFORMITIES, c
The control chart for c, number of nonconformities in a
sample, is the equivalent of the control chart for noncon-
formities per unit for which it is a convenient practical sub-
stitute when all samples have the same size, n (number of
units). Here c is the number of nonconformities in a sample.

If the standard value is expressed in terms of number of
nonconformities per sample of some given size, that is,
expressed merely as c0, and the samples are all of the same
given size (same number of product units, same area of
opportunity for defects, same sample length of wire, etc.),
then the control chart lines are as shown in Table 20.

Use of c0 is especially convenient when there is no natu-
ral unit of product, as for nonconformities over a surface or
along a length, and where the problem of interest is to com-
pare uniformity of quality in samples of the same size, no
matter how constituted (see Example 21).

When the sample size, n (number of units), varies from
sample to sample, and the standard value is expressed in
terms of nonconformities per unit, the control chart lines
are as shown in Table 21.

TABLE 20—Equations for Control Chart Lines
(c0 Given).

Central Line Control Limits

For number of
nonconformities, c

c0 c0 � 3
ffiffiffiffiffi
c0
p ð32Þ

TABLE 18—Equations for Control Chart Lines

Central Line Control Limits

For values of np np0 np0 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
np0 1� p0ð Þ

p
ð29Þ

TABLE 19—Equations for Control Chart Lines

Central Line Control Limits

For values of u u0 u0 � 3
ffiffiffiffi
u0
n

q
ð31Þ

TABLE 21—Equations for Control Chart Lines
(u0 Given)

Central Line Control Limits

For values of c nu0 nu0 � 3
ffiffiffiffiffiffiffiffi
nu0
p ð33Þ
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Under these circumstances, the control chart for u (Sec-
tion 3.25) is recommended in preference to the control chart
for c, for reasons stated in Section 3.14 in the discussion of
control charts for p and for np. The recommendations of
Section 3.25 as to the expected c ¼ nu also applies to con-
trol charts for nonconformities.

See the NOTE at the end of Section 3.16 for possible
adjustment of the upper control limit when nu0 is less than 4.
(Substitute c0 ¼ nu0 for n�u.) See Example 21.

3.27. SUMMARY, CONTROL CHARTS FOR p, np,
u, AND c—STANDARD GIVEN
The formulas of Sections 3.22 to 3.26, inclusive, are collected
as shown in Table 22 for convenient reference.

CONTROL CHARTS FOR INDIVIDUALS

3.28. INTRODUCTION
Sections 3.28 to 3.303 deal with control charts for individu-
als, in which individual observations are plotted one by one.
This type of control chart has been found useful more par-
ticularly in process control when only one observation is
obtained per lot or batch of material or at periodic intervals
from a process. This situation often arises when: (a) sam-
pling or testing is destructive, (b) costly chemical analyses or
physical tests are involved, and (c) the material sampled at
any one time (such as a batch) is normally quite homogene-
ous, as for a well-mixed fluid or aggregate.

The purpose of such control charts is to discover
whether the individual observed values differ from the
expected value by an amount greater than should be attrib-
uted to chance.

When there is some definite rational basis for grouping
the batches or observations into rational subgroups, as, for
example, four successive batches in a single shift, the
method shown in Section 3.29 may be followed. In this case,
the control chart for individuals is merely an adjunct to the
more usual charts but will react more quickly to a sharp
change in the process than the X chart. This may be impor-
tant when a single batch represents a considerable sum of
money.

When there is no definite basis for grouping data, the
control limits may be based on the variation between
batches, as described in Section 3.30. A measure of this vari-
ation is obtained from moving ranges of two observations

each (the absolute value of successive differences between
individual observations that are arranged in chronological
order).

A control chart for moving ranges may be prepared as
a companion to the chart for individuals, if desired, using
the formulas of Section 3.30. It should be noted that adja-
cent moving ranges are correlated, as they have one observa-
tion in common.

The methods of Sections 3.29 and 3.30 may be
applied appropriately in some cases where more than one
observation is obtained per lot or batch, as for example
with very homogeneous batches of materials, for instance,
chemical solutions, batches of thoroughly mixed bulk
materials, etc., for which repeated measurements on a sin-
gle batch show the within-batch variation (variation of
quality within a batch and errors of measurement) to be
very small as compared with between-batch variation. In
such cases, the average of the several observations for a
batch may be treated as an individual observation. How-
ever, this procedure should be used with great caution;
the restrictive conditions just cited should be carefully
noted.

The control limits given are three sigma control limits
in all cases.

3.29. CONTROL CHART FOR INDIVIDUALS,
X—USING RATIONAL SUBGROUPS
Here the control chart for individuals is commonly used as
an adjunct to the more usual X and s, or X and R, control
charts. This can be useful, for example, when it is important
to react immediately to a single point that may be out of sta-
tistical control, when the ability to localize the source of an
individual point that has gone out of control is important, or
when a rational subgroup consisting of more than two
points is either impractical or nonsensical. Proceed exactly
as in Sections 3.9 to 3.11 (control—no standard given) or Sec-
tions 3.19 to 3.21 (control—standard given), whichever is
applicable, and prepare control charts for X and s, or for X
and R. In addition, prepare a control chart for individuals
having the same central line as the X chart but compute the
control limits as shown in Table 23.

Table 26 gives values of E2 and E3 for samples of n ¼
10 or less. Values that are more complete are given in
Table 50, Supplement 3.A for n through 25 (see Examples
22 and 23).

TABLE 22—Equations for Control Chart Lines

Control with Respect to a Given Standard (p0, np0, u0, or c0 Given)

Central Line Control Limits Approximation

Fraction nonconforming, p p0 p0 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1�p0ð Þ

n

q
p0 � 3

ffiffiffiffi
p0
n

q

Number of nonconforming units, np np0 np0 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
np0 1� p0ð Þ

p
np0 � 3

ffiffiffiffiffiffiffiffi
np0
p

Nonconformities per unit, u u0 u0 � 3
ffiffiffiffi
u0
n

q

Number of nonconformities, c
Samples of equal size (c0 given) c0 c0 � 3

ffiffiffiffiffi
c0
p

Samples of unequal size (u0 given) nu0 nu0 � 3
ffiffiffiffiffiffiffiffi
nu0
p

3 To be used with caution if the distribution of individual values is markedly asymmetrical.
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3.30. CONTROL CHART FOR INDIVIDUALS,
X—USING MOVING RANGES
A. No Standard Given
Here the control chart lines are computed from the observed
data. In this section, the symbol MR is used to signify the
moving range. The control chart lines are as shown in
Table 24 where

X ¼ the average of the individual observations,
MR ¼ the mean moving range, (see Supplement 3.B,

Note 7 for more general discussion) the average of
the absolute values of successive differences between
pairs of the individual observations, and

n ¼ 2 for determining E2, D3, and D4.

See Example 24.

B. Standard Given
When l0 and r0 are given, the control chart lines are as
shown in Table 25.

See Example 25.

EXAMPLES

3.31. ILLUSTRATIVE EXAMPLES—CONTROL,
NO STANDARD GIVEN
Examples 1 to 11, inclusive, illustrate the use of the control
chart method of analyzing data for control, when no stand-
ard is given (see Sections 3.7 to 3.17).

Example 1: Control Charts for X and s, Large
Samples of Equal Size (Section 3.8A)
A manufacturer wished to determine if his product exhibited a
state of control. In this case, the central lines and control limits
were based solely on the data. Table 27 gives observed values of
X and s for daily samples of n ¼ 50 observations each for ten
consecutive days. Figure 2 gives the control charts for X and s.

Central Lines

For X : X ¼ 34:0
For s : �s ¼ 4:40

Control Limits
n ¼ 50

For X : X � 3
�sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� 0:5
p ¼ 34:0 � 1.9,

32.1 and 35.9

For s : �s � 3
�sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n� 2:5
p ¼ 4:40 � 1.34,

3.06 and 5.74

TABLE 24—Equations for Control Chart Lines

Chart for Individuals—Using Moving Ranges—No Standard Given

Central Line Control Limits

For individuals X X � E2MR ¼ �X � 2:66MR ð38Þ

For moving ranges of two observations R D4MR ¼ 3:27MR

D3MR ¼ 0
ð39Þ

TABLE 23—Equations for Control Chart Lines

Chart for Individuals—Associated with Chart for s or R Having Sample Size n

Nature of Data Central Line

Control Limits

Formula Using
Factors in Table 26 Alternate Formula

No Standard Given

Samples of equal size

based on s X X � E3�s X � 3�s=c4 ð34Þ

based on R X X � E2R X � 3R=d2 ð35Þ

Samples of unequal size: r computed from observed values of s per
Section 3.9 or from observed values of R per Section 3.10(b) X X � 3r̂ ð36Þa

Standard Given

Samples of equal or unequal size l0 l0 � 3r0 ð37Þ
a See Example 4 for determination of r̂ based on values of s and Example 6 for determination of r̂ based on values of R.

TABLE 25—Equations for Control Chart Lines

Chart For Individuals—Standard Given

Central Line Control Limits

For individuals l0 l0 � 3r0 ð40Þ

For moving ranges of
two observations

d2r0 D2r0¼ 3:69r0

D1r0¼ 0
ð41Þ
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RESULTS
The charts give no evidence of lack of control. Compare
with Example 12, in which the same data are used to test
product for control at a specified level.

Example 2: Control Charts for X and s, Large
Samples of Unequal Size (Section 3.8B)
To determine whether there existed any assignable causes of
variation in quality for an important operating characteristic
of a given product, the inspection results given in Table 28
were obtained from ten shipments whose samples were
unequal in size; hence, control limits were computed sepa-
rately for each sample size.

Figure 3 gives the control charts for X and s.

Central Lines

For X : X ¼ 53:8

For s : s ¼ 3:39

Control Limits

For X: X � 3
�sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� 0:5
p ¼ 53:8 � 10:17ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� 0:5
p

n ¼ 25 : 51.7 and 55:9

n ¼ 50 : 52.4 and 55:2

n ¼ 100 : 52.8 and 54:8

For s : �s � 3
�sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n� 2:5
p ¼ 3:39 � 10:17ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n� 2:5
p

n ¼ 25 : 1.91 and 4:87

n ¼ 50 : 2.36 and 4:42

n ¼ 100 : 2.67 and 4:11

RESULTS
Lack of control is indicated with respect to both X and s.
Corrective action is needed to reduce the variability between
shipments.

Example 3: Control Charts for X and s, Small
Samples of Equal Size (Section 3.9A)
Table 29 gives the width in inches to the nearest 0.0001 in.
measured prior to exposure for ten sets of corrosion speci-
mens of Grade BB zinc. These two groups of five sets each
were selected for illustrative purposes from a large number
of sets of specimens consisting of six specimens each used
in atmosphere exposure tests sponsored by ASTM. In each
of the two groups, the five sets correspond to five different
millings that were employed in the preparation of the speci-
mens. Figure 4 shows control charts for X and s.

RESULTS
The chart for averages indicates the presence of assignable
causes of variation in width, X from set to set, that is, from
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FIG. 2—Control charts for X and s. Large samples of equal size,
n ¼ 50; no standard given.

TABLE 26—Factors for Computing Control Limits

Chart for Individuals—Associated with Chart for s or R Having Sample Size n

Observations in Samples of
Equal Size (from which s or R
Has Been Determined) 2 3 4 5 6 7 8 9 10

Factors for control limits

E3 3.760 3.385 3.256 3.192 3.153 3.127 3.109 3.095 3.084

E2 2.659 1.772 1.457 1.290 1.184 1.109 1.054 1.010 0.975

TABLE 27—Operating Characteristic, Daily
Control Data

Sample Sample Size, n Average, X
Standard
Deviation, s

1 50 35.1 5.35

2 50 34.6 4.73

3 50 33.2 3.73

4 50 34.8 4.55

5 50 33.4 4.00

6 50 33.9 4.30

7 50 34.4 4.98

8 50 33.0 5.30

9 50 32.8 3.29

10 50 34.8 3.77

Total 500 340.0 44.00

Average 50 34.0 4.40
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milling to milling. The pattern of points for averages indi-
cates a systematic pattern of width values for the five mill-
ings, a factor that required recognition in the analysis of the
corrosion test results.

Central Lines

For X : X ¼ 0:49998

For s : �s ¼ 0:00025

Control Limits
n ¼ 6

For X : X � A3s ¼ 0:49998� 1:287ð Þ 0:00025ð Þ
0:49966 and 0:50030

For s : B4�s ¼ 1.970ð Þ 0:00025ð Þ ¼ 0.00049

B3�s ¼ 0:030ð Þ 0:00025ð Þ ¼ 0:00001

Example 4: Control Charts for X and s, Small
Samples of Unequal Size (Section 3.9B)
Table 30 gives interlaboratory calibration check data on 21
horizontal tension testing machines. The data represent tests
on No. 16 wire. The procedure is similar to that given in
Example 3, but indicates a suggested method of computa-
tion when the samples are not equal in size. Figure 5 gives
control charts for X and s.

r̂ ¼ 1
21

2:41
0:9213

þ 15:34
0:9400

� �
¼ 0:902

Shipment Number
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FIG. 3—Control charts for X and s. Large samples of unequal size,
n ¼ 25, 50, 100; no standard given.

TABLE 29—Width in Inches, Specimens of Grade BB Zinc

Set

Measured Values

X1 X2 X3 X4 X5 X6 Average, X
Standard
Deviation, s Range, R

Group 1

1 0.5005 0.5000 0.5008 0.5000 0.5005 0.5000 0.50030 0.00035 0.0008

2 0.4998 0.4997 0.4998 0.4994 0.4999 0.4998 0.49973 0.00018 0.0005

3 0.4995 0.4995 0.4995 0.4995 0.4995 0.4996 0.49952 0.00004 0.0001

4 0.4998 0.5005 0.5005 0.5002 0.5003 0.5004 0.50028 0.00026 0.0007

5 0.5000 0.5005 0.5008 0.5007 0.5008 0.5010 0.50063 0.00035 0.0010

Group 2

6 0.5008 0.5009 0.5010 0.5005 0.5006 0.5009 0.50078 0.00019 0.0005

7 0.5000 0.5001 0.5002 0.4995 0.4996 0.4997 0.49985 0.00029 0.0007

8 0.4993 0.4994 0.4999 0.4996 0.4996 0.4997 0.49958 0.00021 0.0006

9 0.4995 0.4995 0.4997 0.4992 0.4995 0.4992 0.49943 0.00020 0.0005

10 0.4994 0.4998 0.5000 0.4990 0.5000 0.5000 0.49970 0.00041 0.0010

Average 0.49998 0.00025 0.00064

TABLE 28—Operating Characteristic, Mechanical
Part

Shipment Sample Size, n Average, X
Standard
Deviation, s

1 50 55.7 4.35

2 50 54.6 4.03

3 100 52.6 2.43

4 25 55.0 3.56

5 25 53.4 3.10

6 50 55.2 3.30

7 100 53.3 4.18

8 50 52.3 4.30

9 50 53.7 2.09

10 50 54.3 2.67

Total 550 Sn X ¼
29,590.0

Sns ¼ 1,864.50

Weighted
average

55 53.8 3.39
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FIG. 5—Control chart for X and s. Small samples of unequal size,
n ¼ 4; no standard given.

TABLE 30—Interlaboratory Calibration, Horizontal Tension Testing Machines

Machine
Number
of Tests

Test Value Average, X Standard Deviation, s Range, R

1 2 3 4 5 n = 4 n = 5 n = 4 n = 5

1 5 73 73 73 75 75 73.8 . . . 1.10 . . . 2

2 5 70 71 71 71 72 71.0 . . . 0.71 . . . 2

3 5 74 74 74 74 75 74.2 . . . 0.45 . . . 1

4 5 70 70 70 72 73 71.0 . . . 1.41 . . . 3

5 5 70 70 70 70 70 70.0 . . . 0 . . . 0

6 5 65 65 66 69 70 67.0 . . . 2.35 . . . 5

7 4 72 72 74 76 . . . 73.5 1.91 . . . 4 . . .

8 5 69 70 71 73 73 71.2 . . . 1.79 . . . 4

9 5 71 71 71 71 72 71.2 . . . 0.45 . . . 1

10 5 71 71 71 71 72 71.2 . . . 0.45 . . . 1

11 5 71 71 72 72 72 71.6 . . . 0.55 . . . 1

12 5 70 71 71 72 72 71.2 . . . 0.55 . . . 2

13 5 73 74 74 75 75 74.2 . . . 0.84 . . . 2

14 5 74 74 75 75 75 74.6 . . . 0.55 . . . 1

15 5 72 72 72 73 73 72.4 . . . 0.55 . . . 1

16 4 75 75 75 76 . . . 75.3 0.50 . . . 1 . . .

17 5 68 69 69 69 70 69.0 . . . 0.71 . . . 2

18 5 71 71 72 72 73 71.8 . . . 0.84 . . . 2

19 5 72 73 73 73 73 72.8 . . . 0.45 . . . 1

20 5 68 69 70 71 71 69.8 . . . 1.30 . . . 3

21 5 69 69 69 69 69 69.0 . . . 0 . . . 0

Total 103 Weighted average X ¼ 71.65 2.41 15.34 5 34
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FIG. 4—Control chart for X and s. Small samples of equal size,
n ¼ 6; no standard given.
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Central Lines

For X : X ¼ 71:65

For s : n ¼ 4: �s ¼ c4r̂ ¼ 0:9213ð Þ 0:902ð Þ
¼ 0:831

n ¼ 5: �s ¼ c4r̂ ¼ 0:9400ð Þ 0:902ð Þ
¼ 0:848

Control Limits

For X: n ¼ 4: X � A3�s ¼
71:65 � 1:628ð Þ 0:831ð Þ;
73:0; and 70:3

n ¼ 5: X � A3�s ¼
71:65 � 1:427ð Þ 0:848ð Þ;
72:9; and 70:4

For s: n ¼ 4: B4�s ¼ 2:266ð Þ 0:831ð Þ ¼ 1:88

B3�s ¼ 0ð Þ 0:831ð Þ ¼ 0

n ¼ 5: B4�s ¼ 2:089ð Þ 0:848ð Þ ¼ 1:77

B3�s ¼ 0ð Þ 0:848ð Þ ¼ 0

RESULTS
The calibration levels of machines were not controlled at a
common level; the averages of six machines are above and the
averages of five machines are below the control limits. Like-
wise, there is an indication that the variability within machines
is not in statistical control, because three machines, Numbers
6, 7, and 8, have standard deviations outside the control limits.

Example 5: Control Charts for X and R, Small
Samples of Equal Size (Section 3.10A)
Same data as in Example 3, Table 29. Use is made of control
charts for averages and ranges rather than for averages and
standard deviations. Figure 6 shows control charts for X and R.

RESULTS
The results are practically identical in all respects with those
obtained by using averages and standard deviations, Fig. 4,
Example 3.

Central Lines

For X : X ¼ 0:49998

For R : R ¼ 0:00064

Control Limits
n ¼ 6

For X : X � A2R

¼ 0.49998� (0.483)(0.00064)

¼ 0.50029 and 0.49967

For R: D4R ¼ ð2:004Þð0:00064Þ ¼ 0:00128

D3R ¼ ð0Þð0:00064Þ ¼ 0

Example 6: Control Charts for X and R, Small
Samples of Unequal Size (Section 3.10B)
Same data as in Example 4, Table 8. In the analysis and con-
trol charts, the range is used instead of the standard deviation.
The procedure is similar to that given in Example 5, but indi-
cates a suggested method of computation when samples are
not equal in size. Figure 7 gives control charts for X and R.

r̂ is determined from the tabulated ranges given in Exam-
ple 4, using a similar procedure to that given in Example 4 for
standard deviations where samples are not equal in size, that is

r̂ ¼ 1
21

5
2:059

þ 34
2:326

� �
¼ 0:812

RESULTS
The results are practically identical in all respects with those
obtained by using averages and standard deviations (Fig. 5,
Example 4).

Central Lines

For X: X ¼ 71:65

For R: n ¼ 4: R ¼ d2r̂ ¼
ð2:059Þð0:812Þ ¼ 1:67

n ¼ 5: R ¼ d2r̂ ¼
ð2:326Þð0:812Þ ¼ 1:89
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FIG. 7—Control charts for X and R. Small samples of unequal size,
n ¼ 4, 5; no standard given.
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FIG. 6—Control charts for X and R. Small samples of equal size,
n ¼ 6; no standard given.
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Control Limits

For X: n ¼ 4: X � A2R ¼
71:65� ð0:729Þð1:67Þ
70:4 and 72:9

n ¼ 5 : X � A2R ¼
71:65� ð0:577Þð1:89Þ
70:6 and 72:7

For R: n ¼ 4: D4R ¼ (2.282)(1.67) ¼ 3.8

D3R ¼ (0)(1.67) ¼ 0

n ¼ 5 : D4R ¼ (2.114)(1.89) ¼ 4.0

D3R ¼ (0)(1.89) ¼ 0

Example 7: Control Charts for p, Samples of Equal
Size (Section 3.13A) and np, Samples of Equal Size
(Section 3.14)
Table 31 gives the number of nonconforming units found in
inspecting a series of 15 consecutive lots of galvanized wash-
ers for finish nonconformities such as exposed steel, rough
galvanizing. The lots were nearly the same size and a con-
stant sample size of n ¼ 400 were used. The fraction non-
conforming for each sample was determined by dividing the
number of nonconforming units found, np, by the sample
size, n, and is listed in the table. Figure 8 gives the control
chart for p, and Fig. 9 gives the control chart for np.

Note that these two charts are identical except for the
vertical scale.

(A) CONTROL CHART FOR p

Central Line

p ¼ 33
6; 000

¼ 0:0055

p ¼ 0:0825
15

¼ 0:0055

Control Limits
n ¼ 400

p� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ

n

r
¼

0:0055� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0055 0:9945ð Þ

400

r
¼

0:0055� 0:0111 ¼
0 and 0:0166

RESULTS
Lack of control is indicated; points for lots numbers 4 and 9
are outside the control limits.

TABLE 31—Finish Defects, Galvanized Washers

Lot
Sample
Size, n

Number of
Nonconforming
Units, np

Fraction
Nonconforming, p Lot Sample Size, n

Number of
Nonconforming
Units, np

Fraction
Nonconforming, p

No. 1 400 1 0.0025 No. 9 400 8 0.0200

No. 2 400 3 0.0075 No. 10 400 5 0.0125

No. 3 400 0 0

No. 4 400 7 0.0175 No. 11 400 2 0.0050

No. 5 400 2 0.0050 No. 12 400 0 0

No. 13 400 1 0.0025

No. 6 400 0 0 No. 14 400 0 0

No. 7 400 1 0.0025 No. 15 400 3 0.0075

No. 8 400 0 0

Total 6,000 33 0.0825
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FIG. 9—Control chart for np. Samples of equal size, n ¼ 400; no
standard given.
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FIG. 8—Control chart for p. Samples of equal size, n ¼ 400; no
standard given.
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(B) CONTROL CHART FOR np

Central Line
n ¼ 400

n�p ¼ 33
15
¼ 2:2

Control Limits
n ¼ 400

n�p� 3
ffiffiffiffiffiffi
n�p

p
¼ 2:2� 4:4

0 and 6:6

Note
Because the value of np is 2.2, which is less than 4, the
NOTE at the end of Section 3.13 (or 3.14) applies. The prod-
uct of n and the upper control limit value for p is 400 3

0.0166 ¼ 6.64. The nonintegral remainder, 0.64, is greater
than one-half, and so the adjusted upper control limit value
for p is (6.64 þ 1)/400 ¼ 0.0191. Therefore, only the point for
Lot 9 is outside limits. For np, by the NOTE of Section 3.14,
the adjusted upper control limit value is 7.6 with the same
conclusion.

Example 8: Control Chart for p, Samples of Unequal
Size (Section 3.13B)
Table 32 gives inspection results for surface defects on 31
lots of a certain type of galvanized hardware. The lot sizes

varied considerably and corresponding variations in sample
sizes were used. Figure 10 gives the control chart for frac-
tion nonconforming p. In practice, results are commonly
expressed in “percent nonconforming,” using scale values of
100 times p.

Central Line

�p ¼ 268
19 510

¼ 0:01374

Control Limits

�p � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p 1� �pð Þ

n

r

TABLE 32—Surface Defects, Galvanized Hardware

Lot
Sample
Size, n

Number of
Nonconforming
Units, np

Fraction
Nonconforming, p Lot

Sample
Size, n

Number of
Nonconforming
Units, np

Fraction
Nonconforming, p

No. 1 580 9 0.0155 No. 16 330 4 0.0121

No. 2 550 7 0.0127 No. 17 330 2 0.0061

No. 3 580 3 0.0052 No. 18 640 4 0.0063

No. 4 640 9 0.0141 No. 19 580 7 0.0121

No. 5 880 13 0.0148 No. 20 550 9 0.0164

No. 6 880 14 0.0159 No. 21 510 7 0.0137

No. 7 640 14 0.0219 No. 22 640 12 0.0188

No. 8 550 10 0.0182 No. 23 300 8 0.0267

No. 9 580 12 0.0207 No. 24 330 5 0.0152

No. 10 880 14 0.0159 No. 25 880 18 0.0205

No. 11 800 6 0.0075 No. 26 880 7 0.0080

No. 12 800 12 0.0150 No. 27 800 8 0.0100

No. 13 580 7 0.0121 No. 28 580 8 0.0138

No. 14 580 11 0.0190 No. 29 880 15 0.0170

No. 15 550 5 0.0091 No. 30 880 3 0.0034

No. 31 330 5 0.0152

Total 19,510 268
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FIG. 10—Control chart for p. Samples of unequal size, n ¼ 200 to
880; no standard given.
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For n ¼ 300

0:01374 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01374 0:98626ð Þ

300

r
¼

0:01374 � 3 0:006720ð Þ ¼
0:01374 � 0:02016

0 and 0:03390

For n ¼ 880

0:01374 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01374 0:98626ð Þ

880

r
¼

0:01374 � 3 0:003924ð Þ ¼
0:01374 � 0:01177

0:00197 and 0:02551

RESULTS
A state of control may be assumed to exist since 25 consecu-
tive subgroups fall within 3-sigma control limits. There are
no points outside limits, so that the NOTE of Section 3.13
does not apply.

Example 9: Control Charts for u, Samples of Equal
Size (Section 3.15A) and c, Samples of Equal Size
(Section 3.16A)
Table 33 gives inspection results in terms of nonconformities
observed in the inspection of 25 consecutive lots of burlap
bags. Because the number of bags in each lot differed
slightly, a constant sample size, n ¼ 10 was used. All noncon-
formities were counted although two or more nonconform-
ities of the same or different kinds occurred on the same
bag. The nonconformities per unit value for each sample
was determined by dividing the number of nonconformities

found by the sample size and is listed in the table. Figure 11
gives the control chart for u, and Fig. 12 gives the control
chart for c. Note that these two charts are identical except
for the vertical scale.

(a) u
Central Line

�u ¼ 37:5
25
¼ 1:5

Control Limits

n = 10

�u� 3

ffiffiffi
�u
n

r
¼

1:50� 3
ffiffiffiffiffiffiffiffiffiffiffiffi
0:150
p

¼
1:50� 1:16

0:34 and 2:66

(b) c
Central Line

�c ¼ 375
25
¼ 15:0

TABLE 33—Number of Nonconformities in Consecutive Samples of Ten Units Each—Burlap Bags

Sample
Total Nonconformities in
Sample c

Nonconformities
per Unit u Sample

Total Nonconformities in
Sample, c

Nonconformities
per Unit, u

1 17 1.7 13 8 0.8

2 14 1.4 14 11 1.1

3 6 0.6 15 18 1.8

4 23 2.3 16 13 1.3

5 5 0.5 17 22 2.2

6 7 0.7 18 6 0.6

7 10 1.0 19 23 2.3

8 19 1.9 20 22 2.2

9 29 2.9 21 9 0.9

10 18 1.8 22 15 1.5

11 25 2.5 23 20 2.0

12 5 0.5 24 6 0.6

25 24 2.4

Total 375 37.5
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FIG. 11—Control chart for u. Samples of equal size, n ¼ 10; no
standard given.
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Control Limits
n ¼ 10

�c � 3
ffiffiffi
�c
p
¼

15:0 � 3
ffiffiffiffiffiffi
15
p

¼
15:0 � 11.6
3.4 and 26.6

RESULTS
Presence of assignable causes of variation is indicated by
Sample 9. Because the value of nu is 15 (greater than 4), the
NOTE at the end of Section 3.15 (or 3.16) does not apply.

Example 10: Control Chart for u, Samples of
Unequal Size (Section 3.15B)
Table 34 gives inspection results for 20 lots of different sizes
for which three different sample sizes were used, 20, 25, and
40. The observed nonconformities in this inspection cover all
of the specified characteristics of a complex machine (Type
A), including a large number of dimensional, operational, as
well as physical and finish requirements. Because of the
large number of tests and measurements required as well as
possible occurrences of any minor observed irregularities,
the expectancy of nonconformities per unit is high, although
the majority of such nonconformities are of minor seriousness.

The nonconformities per unit value for each sample, num-
ber of nonconformities in sample divided by number of
units in sample, was determined and these values are listed
in the last column of the table. Figure 13 gives the control
chart for u with control limits corresponding to the three
different sample sizes.

Central Line

�u ¼ 1334
580

¼ 2:30

Control Limits
n ¼ 20

�u� 3

ffiffiffi
�u
n

r
¼ 2:30 � 1:02;

1:28 and 3:32
n ¼ 25

�u� 3

ffiffiffi
�u
n

r
¼ 2:30 � 0:91;

1:39 and 3:21
n ¼ 40

�u� 3

ffiffiffi
�u
n

r
¼ 2:30 � 0:72;

1:58 and 3:02

TABLE 34—Number of Nonconformities in Samples from 20 Successive Lots of Type A Machines

Lot Sample Size, n

Total
Nonconformities
Sample, c

Nonconformities
per Unit, u Lot Sample Size, n

Total
Nonconformities
Sample, c

Nonconformities
per Unit, u

No. 1 20 72 3.60 No. 11 25 47 1.88

No. 2 20 38 1.90 No. 12 25 55 2.20

No. 3 40 76 1.90 No. 13 25 49 1.96

No. 4 25 35 1.40 No. 14 25 62 2.48

No. 5 25 62 2.48 No. 15 25 71 2.84

No. 6 25 81 3.24 No. 16 20 47 2.35

No. 7 40 97 2.42 No. 17 20 41 2.05

No. 8 40 78 1.95 No. 18 20 52 2.60

No. 9 40 103 2.58 No. 19 40 128 3.20

No. 10 40 56 1.40 No. 20 40 84 2.10

Total 580 1,334
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FIG. 13—Control chart for u. Samples of unequal size, n ¼ 20, 25,
40; no standard given.
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FIG. 12—Control chart for c. Samples of equal size, n ¼ 10; no
standard given.
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RESULTS
Lack of control of quality is indicated; plotted points for lot
numbers 1, 6, and 19 are above the upper control limit and
the point for lot number 10 is below the lower control limit.
Of the lots with points above the upper control limit, lot
number 1 has the smallest value of nu (46), which exceeds
4, so that the NOTE at the end of Section 3.15 does not
apply.

Example 11: Control Charts for c, Samples of Equal
Size (Section 3.16A)
Table 35 gives the results of continuous testing of a certain
type of rubber-covered wire at specified test voltage. This test
causes breakdowns at weak spots in the insulation, which
are cut out before shipment of wire in short coil lengths.
The original data obtained consisted of records of the num-
ber of breakdowns in successive lengths of 1,000 ft each.
There may be 0, 1, 2, 3, …, etc. breakdowns per length,
depending on the number of weak spots in the insulation.

Such data might also have been tabulated as number of
breakdowns in successive lengths of 100 ft each, 500 ft each,
etc. Here there is no natural unit of product (such as 1 in.,
1 ft, 10 ft, 100 ft, etc.), in respect to the quality characteristic
“breakdown” because failures may occur at any point.
Because the original data were given in terms of 1,000-ft
lengths, a control chart might have been maintained for
“number of breakdowns in successive lengths of 1,000 ft
each.” So many points were obtained during a short period
of production by using the 1,000-ft length as a unit and the
expectancy in terms of number of breakdowns per length
was so small that longer unit lengths were tried. Table 35
gives (a) the “number of breakdowns in successive lengths of
5,000 ft each,” and (b) the “number of breakdowns in succes-
sive lengths of 10,000 ft each.” Figure 14 shows the control
chart for c where the unit selected is 5,000 ft, and Fig. 15
shows the control chart for c where the unit selected is
10,000 ft. The standard unit length finally adopted for con-
trol purposes was 10,000 ft for “breakdown.”

TABLE 35—Number of Breakdowns in Successive Lengths of 5,000 ft Each and 10,000 ft Each for
Rubber-Covered Wire

Length
No.

Number of
Breakdowns

Length
No.

Number of
Breakdowns

Length
No.

Number of
Breakdowns

Length
No.

Number of
Breakdowns

Length
No.

Number of
Breakdowns

(a) Lengths of 5,000 ft Each

1 0 13 1 25 0 37 5 49 5

2 1 14 1 26 0 38 7 50 4

3 1 15 2 27 9 39 1 51 2

4 0 16 4 28 10 40 3 52 0

5 2 17 0 29 8 41 3 53 1

6 1 18 1 30 8 42 2 54 2

7 3 19 1 31 6 43 0 55 5

8 4 20 0 32 14 44 1 56 9

9 5 21 6 33 0 45 5 57 4

10 3 22 4 34 1 46 3 58 2

11 0 23 3 35 2 47 4 59 5

12 1 24 2 36 4 48 3 60 3

Total 60 187

(b) Lengths of 10,000 ft Each

1 1 7 2 13 0 19 12 25 9

2 1 8 6 14 19 20 4 26 2

3 3 9 1 15 16 21 5 27 3

4 7 10 1 16 20 22 1 28 14

5 8 11 10 17 1 23 8 29 6

6 1 12 5 18 6 24 7 30 8

Total 30 187
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(A) LENGTHS OF 5,000 FT EACH

Central Line

�c ¼ 187
60
¼ 3:12

Control Limits
�c� 3

ffiffiffi
�c
p
¼

6:23� 3
ffiffiffiffiffiffiffiffiffiffi
6:23
p

0 and 13.72

(A) RESULTS
Presence of assignable causes of variation is indicated by
length numbers 27, 28, 32, and 56 falling above the upper con-
trol limit. Because the value of �c ¼ n�u is 3.12 (less than 4), the
NOTE at the end of Section 3.16 does apply. The non-integral
remainder of the upper control limit value is 0.42. The upper
control limit stands, as do the indications of lack of control.

(B) LENGTHS OF 10,000 FT EACH

Central Line

�c ¼ 187
30
¼ 6:23

Control Limits
�c� 3

ffiffiffi
�c
p
¼

6:23� 3
ffiffiffiffiffiffiffiffiffiffi
6:23
p

0 and 13.72

(B) RESULTS
Presence of assignable causes of variation is indicated by
length numbers 14, 15, 16, and 28 falling above the upper

control limit. Because the value of �c is 6.23 (greater than 4),
the NOTE at the end of Section 3.16 does not apply.

3.32. ILLUSTRATIVE EXAMPLES—CONTROL
WITH RESPECT TO A GIVEN STANDARD
Examples 12 to 21, inclusive, illustrate the use of the control
chart method of analyzing data for control with respect to a
given standard (see Sections 3.18 to 3.27).

Example 12: Control Charts for X and s, Large
Samples of Equal Size (Section 3.19)
A manufacturer attempted to maintain an aimed-at distri-
bution of quality for a certain operating characteristic. The
objective standard distribution which served as a target
was defined by standard values: l0 ¼ 35.00 lb, and r0 ¼
4.20 lb. Table 36 gives observed values of X and s for daily
samples of n ¼ 50 observations each for ten consecutive
days. These data are the same as used in Example 1 and
presented as Table 27. Figure 16 gives control charts for X
and s.

Central Lines
For X : l0 ¼ 35:00
For s : r0 ¼ 4:20

Control Limits
n ¼ 50

For X: l0 � 3
r0ffiffiffi

n
p ¼ 35:00� 1:8;33:2 and 36:8

For s:
4n� 4
4n� 3

� �
r0 � 3

r0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p ¼ 4:18� 1:27; 2:19 and 5:45

RESULTS
Lack of control at standard level is indicated on the eighth
and ninth days. Compare with Example 1 in which the same
data were analyzed for control without specifying a standard
level of quality.

Successive Lengths of 5,000 ft. Each
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FIG. 14—Control chart for c. Samples of equal size, n ¼ 1 standard
length of 5,000 ft; no standard given.

Successive Lengths of 10,000 ft. Each
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FIG. 15—Control chart for c. Samples of equal size, n ¼ 1 standard
length of 10,000 ft; no standard given.

TABLE 36—Operating Characteristic, Daily
Control Data

Sample Sample Size, n Average, X
Standard
Deviation, s

1 50 35.1 5.35

2 50 34.6 4.73

3 50 33.2 3.73

4 50 34.8 4.55

5 50 33.4 4.00

6 50 33.9 4.30

7 50 34.4 4.98

8 50 33.0 5.30

9 50 32.8 3.29

10 50 34.8 3.77
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Example 13: Control Charts for X and s, Large
Samples of Unequal Size (Section 3.19)
For a product, it was desired to control a certain critical dimen-
sion, the diameter, with respect to day-to-day variation. Daily sam-
ple sizes of 30, 50, or 75 were selected andmeasured, the number
taken depending on the quantity produced per day. The desired
level was l0 ¼ 0.20000 in. with r0 ¼ 0.00300 in. Table 37 gives
observed values of X and s for the samples from ten successive
days’ production. Figure 17 gives the control charts for X and s.

Central Lines
For X : l0 ¼ 0:20000
For s : r0 ¼ 0:00300

Control Limits
For X : l0 � 3 r0ffiffiffi

n
p

n ¼ 30
0:2000� 3 0:00300ffiffiffiffi

30
p ¼

0:20000� 0:00164
0:19836 and 0:20164

n ¼ 50
0.19873 and 0.20127

n ¼ 75
0.19896 and 0.20104

For s : c4r0 � 3 r0ffiffiffiffiffiffiffiffiffiffiffi
2n�1:5
p

n ¼ 30
116
117

� �
0:00300� 3 0:00300ffiffiffiffiffiffiffi

58:5
p ¼

0:00297� 0:00118
0:00180 and 0:00415

n ¼ 50
0.00389 and 0.00208

n ¼ 75
0.00225 and 0.00373

RESULTS
The charts give no evidence of significant deviations from
standard values.

Example 14: Control Chart for X and s, Small
Samples of Equal Size (Section 3.19)
Same product and characteristic as in Example 13, but in this
case it is desired to control the diameter of this product with
respect to sample variations during each day, because samples
of ten were taken at definite intervals each day. The desired level
is l0¼ 0.20000 in. with r0¼ 0.00300 in. Table 38 gives observed
values of X and s for ten samples of ten each taken during a sin-
gle day. Figure 18 gives the control charts for X and s.

Central Lines
For X : l0 ¼ 0:20000

n ¼ 10
For s : c4r0¼ 0:9727ð Þ 0:00300ð Þ ¼ 0:00292

Control Limits
n ¼ 10

For X : l0 � Ar0 ¼
0:20000� 0:949ð Þ 0:00300ð Þ;

0.19715 and 0.20285

For s : B6r0 ¼ (1.669)(0.00300) ¼ 0.00501
B5r0 ¼ (0.276)(0.00300) ¼ 0.00083
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FIG. 17—Control charts for X and s. Large samples of unequal
size, n ¼ 30, 50, 70; l0;r0 given.

TABLE 37—Diameter in inches, Control Data

Sample Sample Size, n Average, X
Standard
Deviation, s

1 30 0.20133 0.00330

2 50 0.19886 0.00292

3 50 0.20037 0.00326

4 30 0.19965 0.00358

5 75 0.19923 0.00313

6 75 0.19934 0.00306

7 75 0.19984 0.00299

8 50 0.19974 0.00335

9 50 0.20095 0.00221

10 30 0.19937 0.00397
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FIG. 16—Control charts for X and s. Large samples of equal size,
n ¼ 50; l0, r0 given.
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RESULTS
No lack of control indicated.

Example 15: Control Chart for X and s, Small
Samples of Unequal Size (Section 3.19)
A manufacturer wished to control the resistance of a certain
product after it had been operating for 100 h, where l0 ¼
150 W and r0 ¼ 7.5 W from each of 15 consecutive lots, he
selected a random sample of five units and subjected them
to the operating test for 100 h. Due to mechanical failures,
some of the units in the sample failed before the completion
of 100 h of operation. Table 39 gives the averages and stand-
ard deviations for the 15 samples together with their sample
sizes. Figure 19 gives the control charts for X and s.

Central Lines
For X : l0 ¼ 150

n ¼ 3
l0 � Ar0 ¼ 150� 1:732 7:5ð Þ

137:0 and 163:0

n ¼ 4
l0 � Ar0 ¼ 150� 1:500 7:5ð Þ

138:8 and 161:2

n ¼ 5
l0 � Ar0 ¼ 150� 1:342 7:5ð Þ

139:9 and 160:1

For s : r0 ¼ 7:5

n ¼ 3
c4r0 ¼ 0:8862ð Þ 7:5ð Þ ¼ 6:65

n ¼ 4
c4r0 ¼ 0:9213ð Þ 7:5ð Þ ¼ 6:91

n ¼ 5
c4r0 ¼ 0:9400ð Þ 7:5ð Þ ¼ 7:05

For s : r0 ¼ 7:5

n ¼ 3 : B6r0 ¼ 2:276ð Þ 7:5ð Þ ¼ 17:07
B5r0 ¼ 0ð Þ 7:5ð Þ ¼ 0

n ¼ 4 : B6r0 ¼ 2:088ð Þ 7:5ð Þ ¼ 15.66
B5r0 ¼ 0ð Þ 7:5ð Þ ¼ 0

n ¼ 5 : B6r0 ¼ 1:964ð Þ 7:5ð Þ ¼ 14:73
B5r0 ¼ 0ð Þ 7:5ð Þ ¼ 0
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FIG. 18—Control charts for X and s. Small samples of equal size,
n ¼ 10; l0;r0 given.

TABLE 38—Control Data for One Day’s
Product

Sample Sample Size, n Average, X
Standard
Deviation, s

1 10 0.19838 0.00350

2 10 0.20126 0.00304

3 10 0.19868 0.00333

4 10 0.20071 0.00337

5 10 0.20050 0.00159

6 10 0.20137 0.00104

7 10 0.19883 0.00299

8 10 0.20218 0.00327

9 10 0.19868 0.00431

10 10 0.19968 0.00356

TABLE 39—Resistance in ohms after 100-h Operation, Lot-by-Lot Control Data

Sample Sample Size, n Average, X
Standard
Deviation, s Sample Sample Size, n Average, X

Standard
Deviation, s

1 5 154.6 12.20 9 5 156.2 8.92

2 5 143.4 9.75 10 4 137.5 3.24

3 4 160.8 11.20 11 5 153.8 6.85

4 3 152.7 7.43 12 5 143.4 7.64

5 5 136.0 4.32 13 4 156.0 10.18

6 3 147.3 8.65 14 5 149.8 8.86

7 3 161.7 9.23 15 3 138.2 7.38

8 5 151.0 7.24
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RESULTS
Evidence of lack of control is indicated because samples
from lots Numbers 5 and 10 have averages below their
lower control limit. No standard deviation values are outside
their control limits. Corrective action is required to reduce
the variation between lot averages.

Example 16: Control Charts for X and R, Small
Samples of Equal Size (Sections 3.19 and 3.20)
Consider the same problem as in Example 12 where l0 ¼
35.00 lb and r0 ¼ 4.20 lb. The manufacturer wished to con-
trol variations in quality from lot to lot by taking a small
sample from each lot. Table 40 gives observed values of X
and R for samples of n ¼ 5 each, selected from ten consecu-
tive lots. Because the sample size n is less than ten, actually
five, he elected to use control charts for X and R rather than
for X and s. Figure 20 gives the control charts for X and R.

Central Lines
For X : l0 ¼ 35:00

n ¼ 5
For R : d2r0 ¼ 2:326ð4:20Þ ¼ 9:8

Control Limits
n ¼ 5

For X : l0 � Ar0 ¼
35:00 � 1.342ð Þ 4:20ð Þ

29:4 and40:6

ForR : d2r0 ¼ ð4:918Þð4:20Þ ¼ 20:7
A1r0 ¼ ð0Þð4:20Þ ¼ 0

RESULTS
Lack of control at the standard level is indicated by results for
lot numbers 6 and 10. Corrective action is required both with
respect to averages and with respect to variability within a lot.

Example 17: Control Charts for p, Samples of Equal
Size (Section 3.23) and np, Samples of Equal Size
(Section 3.24)
Consider the same data as in Example 7, Table 31. The manu-
facturer wishes to control his process with respect to finish on
galvanized washers at a level such that the fraction noncon-
forming p0 ¼ 0.0040 (4 nonconforming washers per 1,000).
Table 31 of Example 7 gives observed values of “number of
nonconforming units” for finish nonconformities such as
exposed steel, rough galvanizing in samples of 400 washers
drawn from 15 successive lots. Figure 21 shows the control
chart for p, and Fig. 22 gives the control chart for np. In prac-
tice, only one of these control charts would be used because,
except for change of scale, the two charts are identical.
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FIG. 20—Control charts for X and R. Small samples of equal size,
n ¼ 5; l0, r0 given.

TABLE 40—Operating Characteristic, Lot-by-
Lot Control Data

Lot Sample Size, n Average, X Range, R

No. 1 5 36.0 6.6

No. 2 5 31.4 0.5

No. 3 5 39.0 15.1

No. 4 5 35.6 8.8

No. 5 5 38.8 2.2

No. 6 5 41.6 3.5

No. 7 5 36.2 9.6

No. 8 5 38.0 9.0

No. 9 5 31.4 20.6

No. 10 5 29.2 21.7

Lot Number

S
ta

nd
ar

d
D

ev
ia

tio
n,

 s

R
es

is
ta

nc
e,

 O
hm

s

A
ve

ra
ge

, X

FIG. 19—Control charts for X and s. Small samples of unequal
size, n ¼ 3; 4, 5; l0;r0 given.
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FIG. 21—Control chart for p. Samples of equal size, n ¼ 400; p0

given.
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(A) p

Central Line
p0 ¼ 0:0040

Control Limits
n ¼ 400

p0 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ

n

r
¼

0:0040� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0040 (0.9960)

400

r
¼

0:0040� 0:0095
0 and0:0135

(B) np

Central Line
np0 ¼ 0:0040 ð400Þ ¼ 1:6

Control Limits

EXTRACT FORMULA:
n ¼ 400

np0 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
np0 1� p0ð Þ

p
¼

1:6� 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:6 0:996ð Þ

p
¼

1:6� 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:5936
p

¼
1:6� 3 1:262ð Þ

0 and 5:4

SIMPLIFIED APPROXIMATE FORMULA:
n ¼ 400

Because p0 is small, replace Eq 29 by Eq 30
np0 � 3

ffiffiffiffiffiffiffiffi
np0
p ¼

1:6� 3
ffiffiffiffiffiffiffi
1:6
p

¼
1:6� 3 1:265ð Þ

0 and 5:4

RESULTS
Lack of control of quality is indicated with respect to the
desired level; lot numbers 4 and 9 are outside control
limits.

Note
Because the value of np0 is 1.6, less than 4, the NOTE at the
end of Section 3.13 (or 3.14) applies, as mentioned at
the end of Section 3.23 (or 3.24). The product of n and the
upper control limit value for p is 400 3 0.0135 ¼ 5.4. The
nonintegral remainder, 0.4, is less than one-half. The upper
control limit stands as does the indication of lack of control

to p0. For np, by the NOTE of Section 3.14, the same con-
clusion follows.

Example 18: Control Chart for p (Fraction
Nonconforming), Samples of Unequal Size
(Section 3.23e)
The manufacturer wished to control the quality of a type
of electrical apparatus with respect to two adjustment char-
acteristics at a level such that the fraction nonconforming
p0 ¼ 0.0020 (2 nonconforming units per 1,000). Table 41 gives
observed values of “number of nonconforming units” for this
item found in samples drawn from successive lots.

Sample sizes vary considerably from lot to lot and,
hence, control limits are computed for each sample. Equiva-
lent control limits for “number of nonconforming units,” np,
are shown in column 5 of the table. In this way, the original
records showing “number of nonconforming units” may be
compared directly with control limits for np. Figure 23
shows the control chart for p.

Central Line for p
p0 ¼ 0:0020

Control Limits for p

p0 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1� p0ð Þ

n

r

For n ¼ 600 :

0:0020 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.002 0.998ð Þ

600

r
¼

0:0020 � 3 0.001824ð Þ
0 and0:0075

ðsameprocedure for other values of nÞ

Control Limits for np
Using Eq 3:30 for np;

np0 � 3
ffiffiffiffiffiffiffiffi
np0
p

For n ¼ 600:
1:2 � 3

ffiffiffiffiffiffiffi
1.2
p

¼ 1:2 � 3 1.095ð Þ;
0 and4:5

ðsameprocedure for other values of nÞ

RESULTS
Lack of control and need for corrective action indicated by
results for lots numbers 10 and 19.

Note
The values of np0 for these lots are 4.0 and 2.6, respectively.
The NOTE at the end of Section 3.13 (or 3.14) applies to lot
number 19. The product of n and the upper control limit
value for p is 1,300 3 0.0057 ¼ 7.41. The nonintegral remain-
der is 0.41, less than one-half. The upper control limit stands,
as does the indication of lack of control at p0. For np, by the
NOTE of Section 3.14, the same conclusion follows.

Example 19: Control Chart for p (Fraction Rejected),
Total and Components, Samples of Unequal Size
(Section 3.23)
A control device was given a 100% inspection in lots varying
in size from about 1,800 to 5,000 units, each unit being tested
and inspected with respect to 23 essentially independent
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FIG. 22—Control chart for np. Samples of equal size, n ¼ 400; p0

given.
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characteristics. These 23 characteristics were grouped into
three groups designated Groups A, B, and C, corresponding
to three successive inspections.

A unit found nonconforming at any time with respect to
any one characteristic was immediately rejected; hence units
found nonconforming in, say, the Group A inspection were
not subjected to the two subsequent group inspections. In
fact, the number of units inspected for each characteristic in
a group itself will differ from characteristic to characteristic
if nonconformities with respect to the characteristics in a
group occur, the last characteristic in the group having the
smallest sample size.

Because 100% inspection is used, no additional units are
available for inspection to maintain a constant sample size
for all characteristics in a group or for all the component
groups. The fraction nonconforming with respect to each
characteristic is sufficiently small so that the error within a
group, although rather large between the first and last char-
acteristic inspected by one inspection group, can be
neglected for practical purposes. Under these circumstances,
the number inspected for any group was equal to the lot size
diminished by the number of units rejected in the preceding
inspections.

Part 1 of Table 42 gives the data for twelve successive
lots of product, and shows for each lot inspected the total
fraction rejected as well as the number and fraction rejected
at each inspection station. Part 2 of Table 42 gives values of
p0, fraction rejected, at which levels the manufacturer desires
to control this device, with respect to all 23 characteristics
combined and with respect to the characteristics tested and
inspected at each of the three inspection stations. Note that
the p0 for all characteristics (in terms of nonconforming
units) is less than the sum of the p0 values for the three com-
ponent groups, because nonconformities from more than one
characteristic or group of characteristics may occur on a sin-
gle unit. Control limits, lower and upper, in terms of fraction
rejected are listed for each lot size using the initial lot size as
the sample size for all characteristics combined and the lot

Lot Number

Fr
ac

tio
n

N
on

co
nf

or
m

in
g,

 p

FIG. 23—Control chart for p. Samples of unequal size, to 2,500; p0

given.

TABLE 41—Adjustment Irregularities, Electrical Apparatus

Lot Sample Size, n
Number of Noncon-
forming Units

Fraction Nonconform-
ing, p

Upper Control Limit
for np

Upper Control Limit
for p

No. 1 600 2 0.0033 4.5 0.0075

No. 2 1,300 2 0.0015 7.4 0.0057

No. 3 2,000 1 0.0005 10.0 0.0050

No. 4 2,500 1 0.0004 11.7 0.0047

No. 5 1,550 5 0.0032 8.4 0.0054

No. 6 2,000 2 0.0010 10.0 0.0050

No. 7 1,550 0 0.0000 8.4 0.0054

No. 8 780 3 0.0038 5.3 0.0068

No. 9 260 0 0.0000 2.7 0.0103

No. 10 2,000 15 0.0075 10.0 0.0050

No. 11 1,550 7 0.0045 8.4 0.0054

No. 12 950 2 0.0021 6.0 0.0063

No. 13 950 5 0.0053 6.0 0.0063

No. 14 950 2 0.0021 6.0 0.0063

No. 15 35 0 0.0000 0.9 0.0247

No. 16 330 3 0.0091 3.1 0.0094

No. 17 200 0 0.0000 2.3 0.0115

No. 18 600 4 0.0067 4.5 0.0075

No. 19 1,300 8 0.0062 7.4 0.0057

No. 20 780 4 0.0051 5.3 0.0068
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size available at the beginning of inspection and test for each
group as the sample size for that group.

Figure 24 shows four control charts, one covering all
rejections combined for the control device and three other
charts covering the rejections for each of the three inspec-
tion stations for Group A, Group B, and Group C charac-
teristics, respectively. Detailed computations for the overall

results for one lot and one of its component groups are
given.

Central Lines
See Table 42

Control Limits
See Table 42

TABLE 42—Inspection Data for 100% Inspection—Control Device

Observed Number of Rejects and Fraction Rejected

All Groups Combined Group A Group B Group C

Lot
Size, n

Total Rejected
Lot
Size, n

Rejected
Lot
Size, n

Rejected
Lot
Size, n

Rejected

Lot Number Fraction Number Fraction Number Fraction Number Fraction

No. 1 4,814 914 0.190 4,814 311 0.065 4,503 253 0.056 4,250 350 0.082

No. 2 2,159 359 0.166 2,159 128 0.059 2,031 105 0.052 1,926 126 0.065

No. 3 3,089 565 0.183 3,089 195 0.063 2,894 149 0.051 2,745 221 0.081

No. 4 3,156 626 0.198 3,156 233 0.074 2,923 142 0.049 2,781 251 0.090

No. 5 2,139 434 0.203 2,139 146 0.068 1,993 101 0.051 1,892 187 0.099

No. 6 2,588 503 0.194 2,588 177 0.068 2,411 151 0.063 2,260 175 0.077

No. 7 2,510 487 0.194 2,510 143 0.057 2,367 116 0.049 2,251 228 0.101

No. 8 4,103 803 0.196 4,103 318 0.078 3,785 242 0.064 3,543 243 0.069

No. 9 2,992 547 0.183 2,992 208 0.070 2,784 130 0.047 2,654 209 0.079

No. 10 3,545 643 0.181 3,545 172 0.049 3,373 180 0.053 3,193 291 0.091

No. 11 1,841 353 0.192 1,841 97 0.053 1,744 119 0.068 1,625 137 0.084

No. 12 2,748 418 0.152 2,748 141 0.051 2,607 114 0.044 2,493 163 0.065

Central Lines and Control Limits, Based on Standard p0 Values

All Groups Combined Group A Group B Group C

Central Lines

p0 ¼ 0.180 0.070 0.050 0.080

Lot Control Limits

No. 1 0.197 and 0.163 0.081 and 0.059 0.060 and 0.040 0.093 and 0.067

No. 2 0.205 and 0.155 0.086 and 0.054 0.064 and 0.036 0.099 and 0.061

No. 3 0.201 and 0.159 0.084 and 0.056 0.062 and 0.038 0.096 and 0.064

No. 4 0.200 and 0.160 0.084 and 0.056 0.062 and 0.038 0.095 and 0.065

No. 5 0.205 and 0.155 0.086 and 0.054 0.065 and 0.035 0.099 and 0.061

No. 6 0.203 and 0.157 0.085 and 0.055 0.063 and 0.037 0.097 and 0.063

No. 7 0.203 and 0.157 0.085 and 0.055 0.064 and 0.036 0.097 and 0.063

No. 8 0.198 and 0.162 0.082 and 0.058 0.061 and 0.039 0.094 and 0.066

No. 9 0.201 and 0.159 0.084 and 0.056 0.062 and 0.038 0.096 and 0.064

No. 10 0.200 and 0.160 0.083 and 0.057 0.061 and 0.039 0.094 and 0.066

No. 11 0.207 and 0.153 0.088 and 0.052 0.066 and 0.034 0.100 and 0.060

No. 12 0.202 and 0.158 0.085 and 0.055 0.063 and 0.037 0.096 and 0.064
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For Lot Number 1
Total : n ¼ 4814

p0 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1� p0ð Þ

n

r
¼

0:180 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.180 0.820ð Þ

4814

r
¼

0:180 � 3 0.0055ð Þ
0:163 and0:197

Group C : n ¼ 4250

p0 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1� p0ð Þ

n

r
¼

0:080 � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.080 0.920ð Þ

4250

r
¼

0:080� 3ð0:0042Þ
0:067 and0:093

RESULTS
Lack of control is indicated for all characteristics combined; lot
number 12 is outside control limits in a favorable direction and
the corresponding results for each of the three components are
less than their standard values, Group A being below the lower
control limit. For Group A results, lack of control is indicated
because lot numbers 10 and 12 are below their lower control lim-
its. Lack of control is indicated for the component characteristics
in Group B, because lot numbers 8 and 11 are above their upper
control limits. For Group C, lot number 7 is above its upper limit
indicating lack of control. Corrective measures are indicated for
Groups B and C and steps should be taken to determine whether
the Group A component might not be controlled at a smaller
value of p0, such as 0.06. The values of np0 for lot numbers 8 and
11 in Group B and lot number 7 in Group C are all larger than 4.
The NOTE at the end of Section 3.13 does not apply.

Example 20: Control Chart for u, Samples of
Unequal Size (Section 3.25)
It is desired to control the number of nonconformities per billet
to a standard of 1.000 nonconformity per unit in order that the
wire made from such billets of copper will not contain an exces-
sive number of nonconformities. The lot sizes varied greatly
from day to day so that a sampling schedule was set up giving
three different samples sizes to cover the range of lot sizes
received. A control program was instituted using a control chart
for nonconformities per unit with reference to the desired stand-
ard. Table 43 gives data in terms of nonconformities and non-
conformities per unit for 15 consecutive lots under this program.
Figure 25 shows the control chart for u.

Central Line
u0 ¼ 1:000

Control Limits
n ¼ 100

u0 � 3

ffiffiffiffiffiffi
u0

n

r
¼

1:000 � 3

ffiffiffiffiffiffiffiffiffiffiffiffi
1:000
100

r
¼

1:000 � 3 0:100ð Þ
0:700 and 1:300

TABLE 43—Lot-by-Lot Inspection Results for Copper Billets in Terms of Number of Nonconform-
ities and Nonconformities per Unit

Lot Sample Size, n

Number of
Nonconformi-
ties, c

Nonconformi-
ties per Unit, u Lot Sample Size, n

Number of
Nonconformi-
ties, c

Nonconformi-
ties per Unit, u

No. 1 100 75 0.750 No. 10 100 130 1.300

No. 2 100 138 1.380 No. 11 100 58 0.580

No. 3 200 212 1.060 No. 12 400 480 1.200

No. 4 400 444 1.110 No. 13 400 316 0.790

No. 5 400 508 1.270 No. 14 200 162 0.810

No. 6 400 312 0.780 No. 15 200 178 0.890

No. 7 200 168 0.840

No. 8 200 266 1.330 Total 3,500 3,566

No. 9 100 119 1.190 Overalla 1.019

au ¼ 3566=3500 ¼ 1:019:

Lot Number

Group C
Lot Number Lot Number

Group A Group B

Lot Number

Total
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FIG. 24—Control charts for p (fraction rejected) for total and com-
ponents. Samples of unequal size, n ¼ 1,625 to 4,814; p0 given.
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n ¼ 200

u0 � 3

ffiffiffiffiffiffi
u0

n

r
¼

1:000 � 3

ffiffiffiffiffiffiffiffiffiffiffiffi
1:000
200

r
¼

1:000 � 3 0:0707ð Þ
0:788 and 1:212

n ¼ 400

u0 � 3

ffiffiffiffiffiffi
u0

n

r
¼

1:000 � 3

ffiffiffiffiffiffiffiffiffiffiffiffi
1:000
400

r
¼

1:000 � 3 0:0500ð Þ
0:850 and 1:150

RESULTS
Lack of control of quality is indicated with respect to the
desired level because lot numbers 2, 5, 8, and 12 are above
the upper control limit and lot numbers 6, 11, and 13 are
below the lower control limit. The overall level, 1.019 non-
conformities per unit, is slightly above the desired value of
1.000 nonconformity per unit. Corrective action is necessary
to reduce the spread between successive lots and reduce the
average number of nonconformities per unit. The values of
np0 for all lots are at least 100 so that the NOTE at end of
Section 3.15 does not apply.

Example 21: Control Charts for c, Samples of Equal
Size (Section 3.26)
A Type D motor is being produced by a manufacturer that
desires to control the number of nonconformities per motor
at a level of u0 ¼ 3.000 nonconformities per unit with
respect to all visual nonconformities. The manufacturer pro-
duces on a continuous basis and decides to take a sample of
25 motors every day, where a day’s product is treated as a
lot. Because of the nature of the process, plans are to con-
trol the product for these nonconformities at a level such
that c0 ¼ 75.0 nonconformities and nu0 ¼ c0. Table 44 gives
data in terms of number of nonconformities, c, and also the
number of nonconformities per unit, u, for ten consecutive
days. Figure 26 shows the control chart for c. As in Example 20,
a control chart may be made for u, where the central line
is u0 ¼ 3.000 and the control limits are

u0 � 3

ffiffiffiffiffiffi
u0

n

r
¼

3:000� 3

ffiffiffiffiffiffiffiffiffiffiffiffi
3:000
25

r
¼

3:000� 3 0:3464ð Þ
1:96 and 4:04

Central Line
c0 ¼ nu0 ¼ 3:0003 25 ¼ 75:0

Control Limits
n ¼ 25

c0 � 3
ffiffiffiffiffi
c0
p ¼

75:0 � 3
ffiffiffiffiffiffiffiffiffiffi
75:0
p

¼
75:0 � 3 8:66ð Þ
49:02 and 100:98

RESULTS
No significant deviations from the desired level. There are
no points outside limits so that the NOTE at the end of Sec-
tion 3.16 does not apply. In addition, c0 ¼ 75, larger than 4.
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FIG. 26—Control chart for c. Sample of equal size, n ¼ 25; c0 given.

TABLE 44—Daily Inspection Results for Type D
Motors in Terms of Nonconformities per
Sample and Nonconformities per Unit

Lot Sample Size, n

Number of
Nonconformi-
ties, c

Nonconformi-
ties per Unit, u

No. 1 25 81 3.24

No. 2 25 64 2.56

No. 3 25 53 2.12

No. 4 25 95 3.80

No. 5 25 50 2.00

No. 6 25 73 2.92

No. 7 25 91 3.64

No. 8 25 86 3.44

No. 9 25 99 3.96

No. 10 25 60 2.40

Total 250 752 30.08

Average 25.0 75.2 3.008
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FIG. 25—Control chart for u. Samples of unequal size, n ¼ 100,
200, 400; u0 given.
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3.33. ILLUSTRATIVE EXAMPLES—CONTROL
CHART FOR INDIVIDUALS
Examples 22 to 25, inclusive, illustrate the use of the control
chart for individuals, in which individual observations are
plotted one by one. The examples cover the two general con-
ditions: (a) control, no standard given; and (b) control with
respect to a given standard (see Sections 3.28 to 3.30).

Example 22: Control Chart for Individuals, X—Using
Rational Subgroups, Samples of Equal Size, No
Standard Given—Based on X and MR (Section 3.29)
In the manufacture of manganese steel tank shoes, five 4-ton
heats of metal were cast in each 8-h shift, the silicon content
being controlled by ladle additions computed from prelimi-
nary analyses. High silicon content was known to aid in the
production of sound castings, but the specification set a
maximum of 1.00% silicon for a heat, and all shoes from a
heat exceeding this specification were rejected. It was impor-
tant, therefore, to detect any trouble with silicon control
before even one heat exceeded the specification.

Because the heats of metal were well stirred, within-heat
variation of silicon content was not a useful basis for control
limits. However, each 8-h shift used the same materials,
equipment etc., and the quality depended largely on the care
and efficiency with which they operated so that the five
heats produced in an 8-h shift provided a rational subgroup.

Data analyzed in the course of an investigation and
before standard values were established are shown in Table 45
and control charts for X , MR, and X are shown in Fig. 27.

FIG. 27—Control charts for X, R, and X. Samples of equal size, n ¼ 5;
no standard given.

TABLE 45—Silicon Content of Heats of Manganese Steel, percent

Day Shift

Heat
Sample
Average, X Range, R1 2 3 4 5 Size, n

Monday 1 0.70 0.72 0.61 0.75 0.73 5 0.702 0.14

2 0.83 0.68 0.83 0.71 0.73 5 0.756 0.15

3 0.86 0.78 0.71 0.70 0.90 5 0.790 0.20

Tuesday 1 0.80 0.78 0.68 0.70 0.74 5 0.740 0.12

2 0.64 0.66 0.79 0.81 0.68 5 0.716 0.17

3 0.68 0.64 0.71 0.69 0.81 5 0.706 0.17

Wednesday 1 0.80 0.63 0.69 0.62 0.75 5 0.698 0.18

2 0.65 0.81 0.68 0.84 0.66 5 0.728 0.19

3 0.64 0.70 0.66 0.65 0.93 5 0.716 0.29

Thursday 1 0.77 0.83 0.88 0.70 0.64 5 0.764 0.24

2 0.72 0.67 0.77 0.74 0.72 5 0.724 0.10

3 0.73 0.66 0.72 0.73 0.71 5 0.710 0.07

Friday 1 0.79 0.70 0.63 0.70 0.88 5 0.740 0.25

2 0.85 0.80 0.78 0.85 0.62 5 0.780 0.23

3 0.67 0.78 0.81 0.84 0.96 5 0.812 0.29

Total 15 11.082 2.79

Average 0.7388 0.186

CHAPTER 3 n CONTROL CHART METHOD OF ANALYSIS AND PRESENTATION OF DATA 73

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch03.3d

Date: 28th June 2010 Time: 21:31 User ID: sebastiang

Central Lines

For X : X ¼ 0:7388
For R : R ¼ 0:186
For X : X ¼ 0:7388

Control Limits
n ¼ 5

For X : X � A2R ¼
0:7388 � 0.577ð Þ 0.186ð Þ

0:631 and0:846

For R : D4R ¼ 2:115ð Þ 0:186ð Þ ¼ 0:393
D3R ¼ 0ð Þ 0:186ð Þ ¼ 0
For X : � E2MR ¼

0:7388 � 1.290ð Þ 0.186ð Þ
0:499 and0:979

RESULTS
None of the charts give evidence of lack of control.

Example 23: Control Chart for Individuals, X—Using
Rational Subgroups, Standard Given, Based on l0
and r0 (Section 3.29)
In the hand spraying of small instrument pins held in bar
frames of 25 each, coating thickness and weight had to be
delicately controlled and spray-gun adjustments were critical

and had to be watched continuously from bar to bar.
Weights were measured by careful weighing before and after
removal of the coating. Destroying more than one pin per
bar was economically not feasible, yet failure to catch a bar
departing from standards might result in the unsatisfactory per-
formance of some 24 assembled instruments. The standard lot
size for these instrument pins was 100 so that initially control
charts for average and range were set up with n ¼ 4. It was
found that the variation in thickness of coating on the 25 pins
on a single bar was quite small as compared with the between-
bar variation. Accordingly, as an adjunct to the control charts
for average and range, a control chart for individuals, X, at the
sprayer position was adopted for the operator’s guidance.

Table 46 gives data comprising observations on 32 pins
taken from consecutive bar frames together with 8 average
and range values where n ¼ 4. It was desired to control the
weight with an average l0 ¼ 20.00 mg and r0 ¼ 0.900 mg.
Figure 28 shows the control chart for individual values X for
coating weights of instrument pins together with the control
charts for X and R for samples where n ¼ 4.

Central Line
For X : l0 ¼ 20.00

Control Limits
For X : l0 � 3r0 ¼
20:00� 3ð0:900Þ
17:3 and 22:7

TABLE 46—Coating Weights of Instrument Pins, milligrams

Sample, n = 4 Sample, n = 4

Individual

Individual
Observa-
tion, X Sample Average, X Range, R Individual

Individual
Observa-
tion, X Sample Average, X Range, R

1 18.5 1 18.90 4.7 18 20.6

2 21.2 19 20.8

3 19.4 20 21.6

4 16.5 21 22.8 6 22.80 1.0

5 17.9 2 19.60 3.3 22 22.2

6 19.0 23 23.2

7 20.3 24 23.0

8 21.2 25 19.0 7 19.75 1.5

9 19.6 3 20.08 0.9 26 20.5

10 19.8 27 20.3

11 20.4 28 19.2

12 20.5 29 20.7 8 20.32 1.9

13 22.2 4 21.20 1.9 30 21.0

14 21.5 31 20.5

15 20.8 32 19.1

16 20.3 Total 652.7 163.17 17.7

17 19.1 5 20.52 2.5 Average 20.40 20.40 2.21
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Central Lines
For X : l0 ¼ 20:00

For R : d2r0 ¼ ð2:059Þ ð0:900Þ ¼ 1:85

Control Limits
n ¼ 4=

For X : l0 � Ar0 ¼
20:00� ð1:500Þð0:900Þ

18:65 and21:35

For R : D2r0 ¼ ð4:698Þ ð0:900Þ ¼ 4:23
D1r0 ¼ ð0Þ ð0:900Þ ¼ 0

RESULTS
All three charts show lack of control. At the outset, both the
chart for ranges and the chart for individuals gave indica-
tions of lack of control. Subsequently, for Sample 6 the con-
trol chart for individuals showed the first unit in the sample
of 4 to be outside its upper control limit, thus indicating lack
of control before the entire sample was obtained.

Example 24: Control Charts for Individuals, X, and
Moving Range, MR, of Two Observations, No
Standard Given—Based on X and MR, the Mean
Moving Range (Section 3.30A)
A distilling plant was distilling and blending batch lots of
denatured alcohol in a large tank. It was desired to control
the percentage of methanol for this process. The variability
of sampling within a single lot was found to be negligible so
it was decided feasible to take only one observation per lot
and to set control limits based on the moving range of suc-
cessive lots. Table 47 gives a summary of the methanol con-
tent, X, of 26 consecutive lots of the denatured alcohol and
the 25 values of the moving range, MR, the range of succes-
sive lots with n ¼ 2. Figure 29 gives control charts for indi-
viduals, X, and the moving range, MR.

TABLE 47—Methanol Content of Successive Lots of Denatured Alcohol and Moving Range for
n = 2

Lot
Percentage of
Methanol, X Moving Range, MR Lot

Percentage of
Methanol, X Moving Range, MR

No. 1 4.6 . . . No. 14 5.5 0.1

No. 2 4.7 0.1 No. 15 5.2 0.3

No. 3 4.3 0.4 No. 16 4.6 0.6

No. 4 4.7 0.4 No. 17 5.5 0.9

No. 5 4.7 0 No. 18 5.6 0.1

No. 6 4.6 0.1 No. 19 5.2 0.4

No. 7 4.8 0.2 No. 20 4.9 0.3

No. 8 4.8 0 No. 21 4.9 0

No. 9 5.2 0.4 No. 22 5.3 0.4

No. 10 5.0 0.2 No. 23 5.0 0.3

No. 11 5.2 0.2 No. 24 4.3 0.7

No. 12 5.0 0.2 No. 25 4.5 0.2

No. 13 5.6 0.6 No. 26 4.4 0.1

Total 128.1 7.2
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FIG. 28—Control charts for X, X, and R. Small samples of equal
size, n ¼ 4; l0, r0 given.
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Central Lines

For X : X ¼ 128:1
26

¼ 4:927

For R : R ¼ 7:2
25
¼ 0:288

Control Limits
n ¼ 2

For X : X � E2MR ¼ X � 2:660MR ¼
4:927� 2:660ð Þ 0:288ð Þ

4:2 and5:7

For R : D4MR ¼ 3:267ð Þ 0:288ð Þ ¼ 0:94
D3MR ¼ 0ð Þ 0:288ð Þ ¼ 0

RESULTS
The trend pattern of the individuals and their tendency to
crowd the control limits suggests that better control may be
attainable.

Example 25: Control Charts for Individuals, X, and
Moving Range, MR, of Two Observations, Standard
Given—Based on l0 and r0 (Section 3.30B)
The data are from the same source as for Example 24, in
which a distilling plant was distilling and blending batch lots
of denatured alcohol in a large tank. It was desired to control
the percentage of water for this process. The variability of
sampling within a single lot was found to be negligible so it
was decided to take only one observation per lot and to set
control limits for individual values, X, and for the moving
range, MR, of successive lots with n ¼ 2 where l0 ¼ 7.800%
and r0 ¼ 0.200%. Table 48 gives a summary of the water con-
tent of 26 consecutive lots of the denatured alcohol and the
25 values of the moving range, R. Figure 30 gives control
charts for individuals, i, and for the moving range, MR.

Central Lines
For X : l0 ¼ 7:800

n ¼ 2
For R : d2r0 ¼ 1:128ð Þ 0:200ð Þ ¼ 0:23

Control Limits
For X : l0 � 3r ¼
7:800� 3 0:200ð Þ

7:2 and 8:4
n ¼ 2

For R : D2r0 ¼ ð3:686Þð0:200Þ ¼ 0:74
D1r0 ¼ ð0Þð0:200Þ ¼ 0

TABLE 48—Water Content of Successive Lots of Denatured Alcohol and Moving Range for n = 2

Lot
Percentage of
Water, X Moving Range, MR Lot

Percentage of
Water, X Moving Range, MR

No. 1 8.9 . . . No. 15 8.2 0

No. 2 7.7 1.2 No. 16 7.5 0.7

No. 3 8.2 0.5 No. 17 7.5 0

No. 4 7.9 0.3 No. 18 7.8 0.3

No. 5 8.0 0.1 No. 19 8.5 0.7

No. 6 8.0 0 No. 20 7.5 1.0

No. 7 7.7 0.3 No. 21 8.0 0.5

No. 8 7.8 0.1 No. 22 8.5 0.5

No. 9 7.9 0.1 No. 23 8.4 0.1

No. 10 8.2 0.3 No. 24 7.9 0.5

No. 11 7.5 0.7 No. 25 8.4 0.5

No. 12 7.5 0 No. 26 7.5 0.9

No. 13 7.9 0.4 Total 207.1 10.0

No. 14 8.2 0.3 Number of values 26 25

Average 7.965 0.400
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FIG. 29—Control charts for X and MR. No standard given; based
on moving range, where n ¼ 2.
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RESULTS
Lack of control at desired levels is indicated with respect to
both the individual readings and the moving range. These
results indicate corrective measures should be taken to reduce
the level in percent and to reduce the variation between lots.

SUPPLEMENT 3.A
Mathematical Relations and Tables of Factors for
Computing Control Chart Lines

Scope
Supplement A presents mathematical relations used in arriving
at the factors and formulas of PART 3. In addition, Supple-
ment A presents approximations to c4, 1/c4, B3, B4, B5, and B6

for use when needed. Finally, a more comprehensive tabula-
tion of values of these factors is given in Tables 3.49 and 3.50,
including reciprocal values of c4 and d2, and values of d3.

Factors c4, d2, and d3, (values for n = 2 to 25,
inclusive, in Table 49)
The relations given for factors c4, d2, and d3 are based on sam-
pling from a universe having a normal distribution [1, p. 184].

c4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2

n� 1

r n� 2
2

� �
!

n� 3
2

� �
!

ð42Þ

where the symbol (k/2)! is called “k/2 factorial” and satisfies
the relations (�1/2)! ¼

ffiffiffi
p
p

; 0! ¼ 1, and (k/2)! ¼ (k/2)[((k – 2)/
2)!] for k ¼ 1, 2, 3, …. If k is even, (k/2)! is simply the prod-
uct of all integers from k/2 down to 1; for example, if k ¼ 8,
(8/2)! ¼ 4! ¼ 4 Æ 3 Æ 2 Æ 1 ¼ 24. If k is odd, (k/2) is the product
of all half-integers from k/2 down to 1/2, multiplied by

ffiffiffi
p
p

;
for example, if k ¼ 7, so (7/2)! ¼ (7/2) Æ (5/2) Æ (3/2) Æ (1/2) Æffiffiffi

p
p
¼ 11.6317.

d2 ¼
Z 1
�1

1� 1� a1ð Þn�an
1

� �
dx1 ð43Þ

where

a1¼
1ffiffiffiffiffiffi
2p
p

Z x1

�1
e�ðx

2=2Þdx; and n¼ samplesize.

d3¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
R1
�1
R x1
�1½1�an

1�ð1�anÞnþða1�anÞn�dxndx1�d2
2

q ð44Þ

where

a1 ¼
1ffiffiffiffiffiffi

2p
p R x1

�1 e�ðx2=2Þdx

an¼
1ffiffiffiffiffiffi
2p
p

Z xn

�1
e�ðx

2=2Þdx

n ¼ sample size, and d2 ¼ average range for a normal law dis-
tribution with standard deviation equal to unity. (In his origi-
nal paper, Tippett [10] used w for the range and w for d2.).

The relations just mentioned for c4, d2, and d3 are exact
when the original universe is normal but this does not limit
their use in practice. They may for most practical purposes
be considered satisfactory for use in control chart work
although the universe is not Normal. Because the relations
are involved and thus difficult to compute, values of c4, d2,
and d3 for n ¼ 2 to 25, inclusive, are given in Table 49. All
values listed in the table were computed to enough signifi-
cant figures so that when rounded off in accordance with
standard practices the last figure shown in the table was not
in doubt.

Standard Deviations of X, s, R, p, np, u, and c
The standard deviations of X s, R, p, etc., used in setting
3-sigma control limits and designated r�x; rs, rR, rp, etc., in
PART 3, are the standard deviations of the sampling distri-
butions of X , s, R, p, etc., for subgroups (samples) of size n.
They are not the standard deviations which might be com-
puted from the subgroup values of X , s, R, p, etc., plotted on
the control charts but are computed by formula from the
quantities listed in Table 51.

The standard deviations rX and rs computed in this
way are unaffected by any assignable causes of variation
between subgroups. Consequently, the control charts derived
from them will detect assignable causes of this type.

The relations in Eqs 45 to 55, inclusive, which follow,
are all of the form standard deviation of the sampling distri-
bution is equal to a function of both the sample size, n, and
a universe value r, p0, u0, or c0.

In practice, a sample estimate or standard value is sub-
stituted for r, p0, u0, or c0. The quantities to be substituted
for the cases “no standard given” and “standard given” are
shown below immediately after each relation.

Average, X

rX ¼
rffiffiffi
n
p ð45Þ

where r is the standard deviation of the universe. For no
standard given, substitute �s=c4 or R

	
d2 for r, or for stand-

ard given, substitute r0 for r. Equation 45 does not assume
a Normal distribution [1, pp. 180–181].

Standard Deviation, s

rs ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � c24

q
ð46Þ

or by substituting the expression for c4 from Equation 42
and noting ((n – 1)/2) 3 ((n – 3)/2)! ¼ ((n – 1)/2)!,

rs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n� 1

2

� �
!


 � 2
,

n� 1
2

� �
!

n� 3
2

� �
!


 �vuut
0
@

1
A r ð47Þ

FIG. 30—Control charts for X and moving range, MR, where n ¼
2. Standard given; based on l0 and r0:
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The expression under the square root sign in Eq 47 can
be rewritten as the reciprocal of a sum of three terms obtained
by applying Stirling’s formula (see Eq 12.5.3 of [10]) simultane-
ously to each factorial expression in Eq 47. The result is

rs ¼
rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n � 1:5 þ Pn
p ð48Þ

where Pn is a relatively small positive quantity which
decreases toward zero as n increases. For no standard given,
substitute �s=c4 or R

	
d2 for r; for standard given, substitute

r0 for r. For control chart purposes, these relations may be
used for distributions other than normal.

The exact relation of Eq 46 or Eq 47 is used in PART 3 for
control chart analyses involving rs and for the determination

of factors B3 and B4 of Table 6, and of B5 and B6 of
Table 16.

Range, R

rR ¼ d3r ð49Þ

where r is the standard deviation of the universe. For no
standard given, substitute �s=c4 or R

	
d2 for r; for standard

given, substitute r0 for r.
The factor d3 given in Eq 44 represents the standard

deviation for ranges in terms of the true standard deviation
of a normal distribution.

Fraction Nonconforming, p

rp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 1� p0ð Þ

n

r
ð50Þ

where p0 is the value of the fraction nonconforming for the
universe. For no standard given, substitute �p for p0 in Eq 50;
for standard given, substitute p0 for p0. When p0 is so small
that the factor (1 – p0) may be neglected, the following
approximation is used

rp ¼
ffiffiffiffiffiffi
p0

n

r
ð51Þ

Number of Nonconforming Units, np

rnp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
np0 1� p0ð Þ

p
ð52Þ

where p0 is the value of the fraction nonconforming for the
universe. For no standard given, substitute p for p0; and for
standard given, substitute p for p0. When p0 is so small that
the term (1 – p0) may be neglected, the following approxima-
tion is used

rnp ¼
ffiffiffiffiffiffiffiffiffi
np0

p
ð53Þ

TABLE 50—Factors for Computing Control
Limits—Chart for Individuals

Observations in Sample, n

Chart for Individuals

Factors for Control Limits

E2 E3

2 2.659 3.760

3 1.772 3.385

4 1.457 3.256

5 1.290 3.192

6 1.184 3.153

7 1.109 3.127

8 1.054 3.109

9 1.010 3.095

10 0.975 3.084

11 0.946 3.076

12 0.921 3.069

13 0.899 3.063

14 0.881 3.058

15 0.864 3.054

16 0.849 3.050

17 0.836 3.047

18 0.824 3.044

19 0.813 3.042

20 0.803 3.040

21 0.794 3.038

22 0.785 3.036

23 0.778 3.034

24 0.770 3.033

25 0.763 3.031

Over 25 3/d2 3

TABLE 51—Basis of Standard Deviations for
Control Limits

Control Chart

Standard Deviation Used in Computing
3-Sigma Limits Is Computed from

Control—No
Standard Given

Control—Standard
Given

X s or R r0

s s or R r0

R s or R r0

p p p0

np np np0

u u u0

c c c0

Note. X; R; etc., are computed averages of subgroup values; r0, p0, etc.,
are standard values.
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The quantity np has been widely used to represent the num-
ber of nonconforming units for one or more characteristics.

The quantity np has a binomial distribution. Equations
50 and 52 are based on the binomial distribution in which
the theoretical frequencies for np ¼ 0, 1, 2, …, n are given
by the first, second, third, etc. terms of the expansion of the
binomial [(1 – p0)]n where p0 is the universe value.

Nonconformities per Unit, u

ru ¼
ffiffiffiffiffi
u0

n

r
ð54Þ

where n is the number of units in sample, and u0 is the value
of nonconformities per unit for the universe. For no stand-
ard given, substitute �u for u0; for standard given, substitute
u0 for u0.

The number of nonconformities found on any one unit
may be considered to result from an unknown but large
(practically infinite) number of causes where a nonconform-
ity could possibly occur combined with an unknown but
very small probability of occurrence due to any one point.
This leads to the use of the Poisson distribution for which
the standard deviation is the square root of the expected
number of nonconformities on a single unit. This distribu-
tion is likewise applicable to sums of such numbers, such as
the observed values of c, and to averages of such numbers,
such as observed values of u, the standard deviation of the
averages being 1/n times that of the sums. Where the num-
ber of nonconformities found on any one unit results from
a known number of potential causes (relatively a small num-
ber as compared with the case described above), and the dis-
tribution of the nonconformities per unit is more exactly a
multinomial distribution, the Poisson distribution, although
an approximation, may be used for control chart work in
most instances.

Number of Nonconformities, c

rc ¼
ffiffiffiffiffiffiffiffi
nu0
p

¼
ffiffiffiffi
c0
p

ð55Þ

where n is the number of units in sample, u0 is the value of
nonconformities per unit for the universe, and c0 is the num-
ber of nonconformities in samples of size n for the universe.
For no standard given, substitute �c ¼ n�u for c0; for standard
given, substitute c00 ¼ nu00 for c0. The distribution of the
observed values of c is discussed above.

FACTORS FOR COMPUTING CONTROL LIMITS
Note that all these factors are actually functions of n only,
the constant 3 resulting from the choice of 3-sigma limits.

Averages

A ¼ 3ffiffiffi
n
p ð56Þ

A3 ¼
3

c4
ffiffiffi
n
p ð57Þ

A2 ¼
3

d2
ffiffiffi
n
p ð58Þ

NOTE— A3 = A=c4; A2 = A=d2:

Standard deviations

B5 ¼ c4 � 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � c24

q
ð59Þ

B6 ¼ c4 þ 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � c24

q
ð60Þ

B3 ¼ 1 � 3
c4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � c24

q
ð61Þ

B4 ¼ 1 þ 3
c4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � c24

q
ð62Þ

NOTE— B3 ¼ B5=c4; B4 ¼ B6=c4:

Ranges

D1 ¼ d2 � 3d3 ð63Þ
D2 ¼ d2 � 3d3 ð64Þ

D3 ¼ 1� 3
d3

d2
ð65Þ

D4 ¼ 1þ 3
d3

d2
ð66Þ

NOTE— D3 ¼ D1=d2; D4 ¼ D2=d2

Individuals

E3 ¼
3
c4

ð67Þ

E2 ¼
3
d2

ð68Þ

APPROXIMATIONS TO CONTROL CHART
FACTORS FOR STANDARD DEVIATIONS
At times it may be appropriate to use approximations to one
or more of the control chart factors c4, 1/c4, B3, B4, B5, and B6

(see Supplement B, Note 8).
The theory leading to Eqs 47 and 48 also leads to the

relation

c4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 2:5
2n� 1:5

r
½1þ 0:046875þQnð Þ

	
n3� ð69Þ

where Qn is a small positive quantity which decreases
towards zero as n increases. Equation 69 leads to the
approximation

c4 _¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 2:5
2n� 1:5

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4n� 5
4n� 3

r
ð70Þ

which is accurate to 3 decimal places for n of 7 or more,
and to 4 decimal places for n of 13 or more. The corre-
sponding approximation for 1/c4 is

1=c4 _¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n � 1:5
2n � 2:5

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4n � 3
4n � 5

r
ð71Þ

which is accurate to 3 decimal places for n of 8 or more,
and to 4 decimal places for n of 14 or more. In many
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applications, it is sufficient to use the slightly simpler and
slightly less accurate approximation

c4 _¼ ð4n � 4Þ=ð4n � 3Þ; ð72Þ

which is accurate to within one unit in the third decimal
place for n of 5 or more, and to within one unit in the
fourth decimal place for n of 16 or more [2, p. 34]. The cor-
responding approximation to 1/c4 is

1=c4 _¼ ð4n � 3Þ=ð4n � 4Þ; ð73Þ

which has accuracy comparable to that of Eq 72.

Note
The approximations to c4 in Eqs 70 and 72 have the exact
relation where

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4n� 5
p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4n� 3
p ¼ 4n� 4

4n� 3
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

4n� 4ð Þ2

s

The square root factor is greater than 0.998 for n of 5 or
more. For n of 4 or more, an even closer approximation to
c4 than those of Eqs 70 and 72 is (4n – 45)/(4n – 35). While
the increase in accuracy over Eq 70 is immaterial, this
approximation does not require a square root operation.

From Eqs 70 and 3.71
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c24

q
_¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p

ð74Þ

and
1
c4

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c24

q
_¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 2:5
p

ð75Þ

If the approximations of Eqs 72, 74, and 75 are substituted
into Eqs 59, 60, 61, and 62, the following approximations to
the B-factors are obtained:

B5 ffi
4n� 4
4n� 3

� 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p ð76Þ

B6 ffi
4n� 4
4n� 3

þ 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p ð77Þ

B3 ffi 1� 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p ð78Þ

B4 ffi 1þ 3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1:5
p ð79Þ

With a few exceptions the approximations in Eqs 76, 77, 78,
and 79 are accurate to 3 decimal places for n of 13 or more.
The exceptions are all one unit off in the third decimal
place. That degree of inaccuracy does not limit the practical
usefulness of these approximations when n is 25 or more.
(See Supplement B, Note 8.) For other approximations to B5

and B6, see Supplement B, Note 9.
Tables 6, 16, 49, and 50 of PART 3 give all control

chart factors through n ¼ 25. The factors c4, 1/c4, B5, B6, B3,
and B4 may be calculated for larger values of n accurately
to the same number of decimal digits as the tabled values by
using Eqs 70, 71, 76, 77, 78, and 79, respectively. If three-
digit accuracy suffices for c4 or 1/c4, Eq 72 or 73 may be
used for values of n larger than 25.

SUPPLEMENT 3.B
Explanatory Notes

Note 1
As explained in detail in Supplement 3.A, r�x and rs are
based (1) on variation of individual values within subgroups
and the size n of a subgroup for the first use (A) Control—No
Standard Given, and (2) on the adopted standard value of r
and the size n of a subgroup for the second use (B) Control
with Respect to a Given Standard. Likewise, for the first use,
rp is based on the average value of p, designated p; and n,
and for the second use from p0 and n. The method for deter-
mining rR is outlined in Supplement 3.A. For purpose (A),
the rs must be estimated from the data.

Note 2
This is discussed fully by Shewhart [1]. In some situations in
industry in which it is important to catch trouble even if it
entails a considerable amount of otherwise unnecessary
investigation, 2-sigma limits have been found useful. The nec-
essary changes in the factors for control chart limits will be
apparent from their derivation in the text and in Supple-
ment 3.A. Alternatively, in process quality control work,
probability control limits based on percentage points are
sometimes used [2, pp. 15–16].

Note 3
From the viewpoint of the theory of estimation, if normality
is assumed, an unbiased and efficient estimate of the stand-
ard deviation within subgroups is

1
c4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1 � 1ð Þs21 þ � � � + nk � 1

� 

s2k

n1 + � � � + nk � k

vuut
ð80Þ

where c4 is to be found from Table 6, corresponding to n ¼
n1 þ � � � þ nk – k þ 1. Actually, c4 will lie between .99 and
unity if n1 þ � � � þ nk – k þ 1 is as large as 26 or more as
it usually is, whether n1, n2, etc. be large, small, equal, or
unequal.

Equations 4, 6, and 9, and the procedure of Sections 8
and 9, “Control—No Standard Given,” have been adopted for
use in PART 3 with practical considerations in mind, Eq 6
representing a departure from that previously given. From
the viewpoint of the theory of estimation they are unbiased
or nearly so when used with the appropriate factors as
described in the text and for normal distributions are nearly
as efficient as Eq 80.

It should be pointed out that the problem of choosing a
control chart criterion for use in “Control—No Standard Given”
is not essentially a problem in estimation. The criterion is by
nature more a test of consistency of the data themselves and
must be based on the data at hand including some which
may have been influenced by the assignable causes which it
is desired to detect. The final justification of a control chart
criterion is its proven ability to detect assignable causes eco-
nomically under practical conditions.

When control has been achieved and standard values
are to be based on the observed data, the problem is more a
problem in estimation, although in practice many of the
assumptions made in estimation theory are imperfectly met
and practical considerations, sampling trials, and experience
are deciding factors.
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In both cases, data are usually plentiful and efficiency
of estimation a minor consideration.

Note 4
If most of the samples are of approximately equal size4, effort
may be saved by first computing and plotting approximate
control limits based on some typical sample size, such as the
most frequent sample size, standard sample size, or the aver-
age sample size. Then, for any point questionably near the
limits, the correct limits based on the actual sample size for
the point should be computed and also plotted, if the point
would otherwise be shown in incorrect relation to the limits.

Note 5
Here it is of interest to note the nature of the statistical dis-
tributions involved, as follows.
(a) With respect to a characteristic for which it is possible

for only one nonconformity to occur on a unit, and, in
general, when the result of examining a unit is to classify
it as nonconforming or conforming by any criterion, the
underlying distribution function may often usefully be
assumed to be the binomial, where p is the fraction non-
conforming and n is the number of units in the sample
(for example, see Eq 14 in PART 3).

(b) With respect to a characteristic for which it is possible
for two, three, or some other limited number of defects
to occur on a unit, such as poor soldered connections
on a unit of wired equipment, where we are primarily
concerned with the classification of soldered connec-
tions, rather than units, into nonconforming and con-
forming, the underlying distribution may often usefully
be assumed to be the binomial, where p is the ratio of the
observed to the possible number of occurrences of defects
in the sample and n is the possible number of occur-
rences of defects in the sample instead of the sample
size (for example, see Eq 14 in this part, with n defined
as number of possible occurrences per sample).

(c) With respect to a characteristic for which it is possible for
a large but indeterminate number of nonconformities to
occur on a unit, such as finish defects on a painted sur-
face, the underlying distribution may often usefully be
assumed to be the Poisson distribution. (The proportion of
nonconformities expected in the sample, p, is indetermi-
nate and usually small; and the possible number of occur-
rences of nonconformities in the sample, n, is also
indeterminate and usually large; but the product np is
finite. For the sample this np value is c.) (For example, see
Eq 22 in PART 3.) For characteristics of types (a) and (b),
the fraction p is almost invariably small, say less than
0.10, and under these circumstances the Poisson distribu-
tion may be used as a satisfactory approximation to the
binomial. Hence, in general, for all these three types of
characteristics, taken individually or collectively, we may
use relations based on the Poisson distribution. The rela-
tions given for control limits for number of nonconform-
ities (Sections 3.16 and 3.26) have accordingly been based

directly on the Poisson distribution, and the relations for
control limits for nonconformities per unit (Sections 3.15
and 3.25), have been based indirectly thereon.

Note 6
In the control of a process, it is common practice to extend
the central line and control limits on a control chart to
cover a future period of operations. This practice constitutes
control with respect to a standard set by previous operating
experience and is a simple way to apply this principle when
no change in sample size or sizes is contemplated.

When it is not convenient to specify the sample size or
sizes in advance, standard values of l, r, etc. may be derived
from past control chart data using the relations

l0 ¼ X ¼ X ðif individual chartÞ np0 ¼ np

r0 ¼
R
d2

or
s
c4
¼ MR

d2
ðif ind: chartÞ u0 ¼ u

vp0 ¼ �p c0 ¼ c

where the values on the right-hand side of the relations are
derived from past data. In this process a certain amount of
arbitrary judgment may be used in omitting data from sub-
groups found or believed to be out of control.

Note 7
It may be of interest to note that, for a given set of data, the
mean moving range as defined here is the average of the two
values of R which would be obtained using ordinary ranges
of subgroups of two, starting in one case with the first obser-
vation and in the other with the second observation.

The mean moving range is capable of much wider defi-
nition [12], but that given here has been the one used most
in process quality control.

When a control chart for averages and a control chart
for ranges are used together, the chart for ranges gives
information which is not contained in the chart for aver-
ages and the combination is very effective in process con-
trol. The combination of a control chart for individuals and
a control chart for moving ranges does not possess this
dual property; all the information in the chart for moving
ranges is contained, somewhat less explicitly, in the chart
for individuals.

Note 8
The tabled values of control chart factors in this Manual
were computed as accurately as needed to avoid contribut-
ing materially to rounding error in calculating control limits.
But these limits also depend: (1) on the factor 3—or perhaps
2—based on an empirical and economic judgment, and (2)
on data that may be appreciably affected by measurement
error. In addition, the assumed theory on which these fac-
tors are based cannot be applied with unerring precision.
Somewhat cruder approximations to the exact theoretical
values are quite useful in many practical situations. The
form of approximation, however, must be simple to use and

4 According to Ref. 11, p. 18, “If the samples to be used for a p-chart are not of the same size, then it is sometimes permissible to use the aver-
age sample size for the series in calculating the control limits.” As a rule of thumb, the authors propose that this approach works well as
long as, “the largest sample size is no larger than twice the average sample size, and the smallest sample size is no less than half the average
sample size.” Any samples, whose sample sizes are outside this range, should either be separated (if too big) or combined (if too small) in
order to make them of comparable size. Otherwise, the only other option is to compute control limits based on the actual sample size for
each of these affected samples.
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reasonably consistent with the theory. The approximations
in PART 3, including Supplement 3.A, were chosen to sat-
isfy these criteria with little loss of numerical accuracy.

Approximate formulas for the values of control chart
factors are most often useful under one or both of the fol-
lowing conditions: (1) when the subgroup sample size n
exceeds the largest sample size for which the factor is tabled
in this Manual; or (2) when exact calculation by computer
program or by calculator is considered too difficult.

Under one or both of these conditions the usefulness of
approximate formulas may be affected by one or more of
the following: (a) there is unlikely to be an economically jus-
tifiable reason to compute control chart factors to more dec-
imal places than given in the tables of this Manual; it may
be equally satisfactory in most practical cases to use an
approximation having a decimal-place accuracy not much
less than that of the tables, for instance, one having a known
maximum error in the same final decimal place; (b) the use
of factors involving the sample range in samples larger than
25 is inadvisable; (c) a computer (with appropriate software)
or even some models of pocket calculator may be able to
compute from an exact formula by subroutines so fast that
little or nothing is gained either by approximating the exact
formula or by storing a table in memory; (d) because some
approximations suitable for large sample sizes are unsuitable
for small ones, computer programs using approximations
for control chart factors may require conditional branching
based on sample size.

Note 9
The value of c4 rises towards unity as n increases. It is
then reasonable to replace c4 by unity if control limit cal-
culations can thereby be significantly simplified with little
loss of numerical accuracy. For instance, Eqs 4 and 6 for
samples of 25 or more ignore c4 factors in the calculation
of s: The maximum absolute percentage error in width of
the control limits on X or s is not more than 100 (1 – c4) %,
where c4 applies to the smallest sample size used to cal-
culate s:

Previous versions of this Manual gave approximations
to B5 and B6, which substituted unity for c4 and used
2 n� 1ð Þ instead of 2n� 1:5 in the expression under the
square root sign of Eq 74. These approximations were
judged appropriate compromises between accuracy and
simplicity. In recent years three changes have occurred: (a)
simple, accurate and inexpensive calculators have become
widely available; (b) closer but still quite simple approxi-
mations to B5 and B6 have been devised; and (c) some
applications of assigned standards stress the desirability
of having numerically accurate limits. (See Examples 12
and 13.)

There thus appears to be no longer any practical simpli-
fication to be gained from using the previously published
approximations for B5 and B6. The substitution of unity for
c4 shifts the value for the central line upward by approxi-
mately (25/n) %; the substitution of 2(n – 1) for 2n – 1.5
increases the width between control limits by approximately
(12/n) %. Whether either substitution is material depends on
the application.

References
[1] Shewhart, W.A., Economic Control of Quality of Manufactured

Product, Van Nostrand, New York, 1931; republished by ASQC
Quality Press, Milwaukee, WI, 1980.

[2] American National Standards Z1.1-1985 (ASQC B1-1985), “Guide
for Quality Control Charts,” Z1.2-1985 (ASQC B2-1985), “Control
Chart Method of Analyzing Data,” Z1.3-1985 (ASQC B3-1985),
“Control Chart Method of Controlling Quality During
Production,” American Society for Quality Control, Nov. 1985,
Milwaukee, WI, 1985.

[3] Simon, L.E., An Engineer’s Manual of Statistical Methods,
Wiley, New York, 1941.

[4] British Standard 600:1935, Pearson, E.S., “The Application of
Statistical Methods to Industrial Standardization and Quality
Control;” British Standard 600 R:1942, Dudding, B.P. and Jen-
nett, W.J., “Quality Control Charts,” British Standards Institu-
tion, London, England.

[5] Bowker, A.H. and Lieberman, G.L., Engineering Statistics, 2nd
ed., Prentice-Hall, Englewood Cliffs, NJ, 1972.

[6] Burr, I.W., Engineering Statistics and Quality Control, McGraw-
Hill, New York, 1953.

[7] Duncan, A.J., Quality Control and Industrial Statistics, 5th ed.,
Irwin, Homewood, IL, 1986.

[8] Grant, E.L. and Leavenworth, R.S., Statistical Quality Control,
5th ed., McGraw-Hill, New York, 1980.

[9] Ott, E.R., Schilling, E.G.,. and Neubauer, D.V., Process Quality
Control, 4th ed., McGraw-Hill, New York, 2005.

[10] Tippett, L.H.C., “On the Extreme Individuals and the Range of
Samples Taken from a Normal Population,” Biometrika, Vol.
17, 1925, pp. 364–387.

[11] Small, B.B., ed., Statistical Quality Control Handbook, AT&T
Technologies, Indianapolis, IN, 1984.

[12] Hoel, P.G., “The Efficiency of the Mean Moving Range,” Ann.
Math. Stat., Vol. 17, No. 4, Dec. 1946, pp. 475–482.

Selected Papers on Control Chart Techniques5

A. General
Alwan, L.C. and Roberts, H.V., “Time-Series Modeling for Statistical

Process Control,” J. Bus. Econ. Stat., Vol. 6, 1988, pp. 393–400.
Barnard, G.A., “Control Charts and Stochastic Processes,” J. R. Stat.

Soc. Ser. B, Vol. 21, 1959, pp. 239–271.
Ewan, W.D. and Kemp, K.W., “Sampling Inspection of Continuous

Processes with No Autocorrelation Between Successive Results,”
Biometrika, Vol. 47, 1960, p. 363.

Freund, R.A., “A Reconsideration of the Variables Control Chart,”
Indust. Qual. Control, Vol. 16, No. 11, May 1960, pp. 35–41.

Gibra, I.N., “Recent Developments in Control Chart Techniques,”
J. Qual. Technol., Vol. 7, 1975, pp. 183–192.

Vance, L.C., “A Bibliography of Statistical Quality Control Chart Tech-
niques, 1970–1980,” J. Qual. Technol., Vol. 15, 1983, pp. 59–62.

B. Cumulative Sum (CUSUM) Charts
Crosier, R.B., “A New Two-Sided Cumulative Sum Quality-Control

Scheme,” Technometrics, Vol. 28, 1986, pp. 187–194.
Crosier, R.B., “Multivariate Generalizations of Cumulative Sum Qual-

ity-Control Schemes,” Technometrics, Vol. 30, 1988, pp. 291–
303.

Goel, A.L. and Wu, S.M., “Determination of A. R. L. and A Contour
Nomogram for CUSUM Charts to Control Normal Mean,” Tech-
nometrics, Vol. 13, 1971, pp. 221–230.

Johnson, N.L. and Leone, F.C., “Cumulative Sum Control Charts—
Mathematical Principles Applied to Their Construction and
Use,” Indust. Qual. Control, June 1962, pp. 15–21; July 1962;
pp. 29–36; and Aug. 1962, pp. 22–28.

Johnson, R.A. and Bagshaw, M., “The Effect of Serial Correlation on
the Performance of CUSUM Tests,” Technometrics, Vol. 16,
1974, pp. 103–112.

5 Used more for control purposes than data presentation. This selection of papers illustrates the variety and intensity of interest in control
chart methods. They differ widely in practical value.

84 PRESENTATION OF DATA AND CONTROL CHART ANALYSIS n 8TH EDITION

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch03.3d

Date: 28th June 2010 Time: 21:31 User ID: sebastiang

Kemp, K.W., “The Average Run Length of the Cumulative Sum Chart
When a V-Mask is Used,” J. R. Stat. Soc. Ser. B, Vol. 23, 1961,
pp. 149–153.

Kemp, K.W., “The Use of Cumulative Sums for Sampling Inspection
Schemes,” Appl. Stat., Vol. 11, 1962, pp. 16–31.

Kemp, K.W., “An Example of Errors Incurred by Erroneously
Assuming Normality for CUSUM Schemes,” Technometrics, Vol.
9, 1967, pp. 457–464.

Kemp, K.W., “Formal Expressions Which Can Be Applied in CUSUM
Charts,” J. R. Stat. Soc. Ser. B, Vol. 33, 1971, pp. 331–360.

Lucas, J.M., “The Design and Use of V-Mask Control Schemes,”
J. Qual. Technol., Vol. 8, 1976, pp. 1–12.

Lucas, J.M. and Crosier, R.B., “Fast Initial Response (FIR) for Cumu-
lative Sum Quantity Control Schemes,” Technometrics, Vol. 24,
1982, pp. 199–205.

Page, E.S., “Cumulative Sum Charts,” Technometrics, Vol. 3, 1961,
pp. 1–9.

Vance, L., “Average Run Lengths of Cumulative Sum Control Charts
for Controlling Normal Means,” J. Qual. Technol., Vol. 18,
1986, pp. 189–193.

Woodall, W.H. and Ncube, M.M., “Multivariate CUSUM Quality-Con-
trol Procedures,” Technometrics, Vol. 27, 1985, pp. 285–292.

Woodall, W.H., “The Design of CUSUM Quality Charts,” J. Qual.
Technol, Vol. 18, 1986, pp. 99–102.

C. Exponentially Weighted Moving Average
(EWMA) Charts
Cox, D.R., “Prediction by Exponentially Weighted Moving Averages and

RelatedMethods,” J. R. Stat. Soc. Ser. B, Vol. 23, 1961, pp. 414–422.
Crowder, S.V., “A Simple Method for Studying Run-Length Distribu-

tions of Exponentially Weighted Moving Average Charts,” Tech-
nometrics, Vol. 29, 1987, pp. 401–408.

Hunter, J.S., “The Exponentially Weighted Moving Average,” J. Qual.
Technol., Vol. 18, 1986, pp. 203–210.

Roberts, S.W., “Control Chart Tests Based on Geometric Moving
Averages,” Technometrics, Vol. 1, 1959, pp. 239–250.

D. Charts Using Various Methods
Beneke, M., Leemis, L.M., Schlegel, R.E., and Foote, F.L., “Spectral

Analysis in Quality Control: A Control Chart Based on the Perio-
dogram,” Technometrics, Vol. 30, 1988, pp. 63–70.

Champ, C.W. and Woodall, W.H., “Exact Results for Shewhart Con-
trol Charts with Supplementary Runs Rules,” Technometrics,
Vol. 29, 1987, pp. 393–400.

Ferrell, E.B., “Control Charts Using Midranges and Medians,” Indust.
Qual. Control, Vol. 9, 1953, pp. 30–34.

Ferrell, E.B., “Control Charts for Log-Normal Universes,” Indust.l
Qual. Control, Vol. 15, 1958, pp. 4–6.

Hoadley, B., “An Empirical Bayes Approach to Quality Assurance,”
ASQC 33rd Annual Technical Conference Transactions, May
14–16, 1979, pp. 257–263.

Jaehn, A.H., “Improving QC Efficiency with Zone Control Charts,”
ASQC Quality Congress Transactions, Minneapolis, MN, 1987.

Langenberg, P. and Iglewicz, B., “Trimmed X and R Charts,” Journal
of Quality Technology, Vol. 18, 1986, pp. 151–161.

Page, E.S., “Control Charts with Warning Lines,” Biometrika, Vol. 42,
1955, pp. 243–254.

Reynolds, M.R., Jr., Amin, R.W., Arnold, J.C., and Nachlas, J.A., “X
Charts with Variable Sampling Intervals,” Technometrics, Vol.
30, 1988, pp. 181–192.

Roberts, S.W., “Properties of Control Chart Zone Tests,” Bell System
Technical J., Vol. 37, 1958, pp. 83–114.

Roberts, S.W., “A Comparison of Some Control Chart Procedures,”
Technometrics, Vol. 8, 1966, pp. 411–430.

E. Special Applications of Control Charts
Case, K.E., “The p Control Chart Under Inspection Error,” J. Qual.

Technol., Vol. 12, 1980, pp. 1–12.
Freund, R.A., “Acceptance Control Charts,” Indust. Qual. Control,

Vol. 14, No. 4, Oct. 1957, pp. 13–23.
Freund, R.A., “Graphical Process Control,” Indust. Qual. Control, Vol.

18, No. 7, Jan. 1962, pp. 15–22.
Nelson, L.S., “An Early-Warning Test for Use with the Shewhart p

Control Chart,” J. Qual. Technol., Vol. 15, 1983, pp. 68–71.
Nelson, L.S., “The Shewhart Control Chart-Tests for Special Causes,”

J. Qual. Technol., Vol. 16, 1984, pp. 237–239.

F. Economic Design of Control Charts
Banerjee, P.K. and Rahim, M.A., “Economic Design of X -Control

Charts Under Weibull Shock Models,” Technometrics, Vol. 30,
1988, pp. 407–414.

Duncan, A.J., “Economic Design of X Charts Used to Maintain Cur-
rent Control of a Process,” J. Am. Stat. Assoc., Vol. 51, 1956,
pp. 228–242.

Lorenzen, T.J. and Vance, L.C., “The Economic Design of Control Charts:
A Unified Approach,” Technometrics, Vol. 28, 1986, pp. 3–10.

Montgomery, D.C., “The Economic Design of Control Charts: A
Review and Literature Survey,” J. Qual. Technol., Vol. 12, 1989,
pp. 75–87.

Woodall, W.H., “Weakness of the Economic Design of Control Charts,”
(Letter to the Editor, with response by T. J. Lorenzen and L. C.
Vance), Technometrics, Vol. 28, 1986, pp. 408–410.

CHAPTER 3 n CONTROL CHART METHOD OF ANALYSIS AND PRESENTATION OF DATA 85

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch04.3d

Date: 28th June 2010 Time: 21:38 User ID: sebastiang

4
Measurements and Other Topics of Interest

GLOSSARY OF TERMS AND SYMBOLS USED IN
PART 4
In general, the terms and symbols used in PART 4 have the
same meanings as in preceding parts of the Manual. In a
few cases, which are indicated in the following glossary, a
more specific meaning is attached to them for the conven-
ience of a portion or all of PART 4.

GLOSSARY OF TERMS
appraiser, n.—individual person who uses a measurement

system. Sometimes the term “operator” is used.
appraiser variation (AV), n.—variation in measurement

resulting when different operators use the same mea-
surement system.

capability indices, n.—indices Cp and Cpk, which represent
measures of process capability compared to one or
more specification limits.

equipment variation (EV), n.—variation among measure-
ments of the same object by the same appraiser under
the same conditions using the same device.

gage, n.—device used for the purpose of obtaining a
measurement.

gage bias, n.—absolute difference between the average of a
group of measurements of the same part measured
under the same conditions and the true or reference
value for the object measured.

gage stability, n.—refers to constancy of bias with time.
gage consistency, n.—refers to constancy of repeatability

error with time.
gage linearity, n.—change in bias over the operational range

of the gage or measurement system used.
gage repeatability, n.—component of variation due to ran-

dom measurement equipment effects (EV).
gage reproducibility, n.—component of variation due to the

operator effect (AV).
gage R&R, n.—combined effect of repeatability and

reproducibility.
gage resolution, n.—refers to the system’s discriminating

ability to distinguish between different objects.
long-term variability,n.—accumulated variation from individual

measurement data collected over an extended period of time.
If measurement data are represented as x1, x2, x3,… xn, the
long-term estimate of variability is the ordinary sample stand-
ard deviation, s, computed from n individual measurements.
For a long enough time period, this standard deviation con-
tains the several long-term effects on variability such as a)
material lot-to-lot changes, operator changes, shift-to-shift dif-
ferences, tool or equipment wear, process drift, environmen-
tal changes, measurement and calibration effects among
others. The symbol used to stand for thismeasure isrlt.

measurement, n.—number assigned to an object represent-
ing some physical characteristic of the object for

example density, melting temperature, hardness, diame-
ter, and tensile strength.

measurement system, n.—collection of factors that contrib-
ute to a final measurement including hardware, software,
operators, environmental factors, methods, time, and objects
that are measured. Sometimes the term “measurement pro-
cess” is used.

performance indices, n.—indices Pp and Ppk, which repre-
sent measures of process performance compared to one
or more specification limits.

process capability, n.—total spread of a stable process
using the natural or inherent process variation. The
measure of this natural spread is taken as 6rst, where
rst is the estimated short-term estimate of the process
standard deviation.

process performance, n.—total spread of a stable process
using the long-term estimate of process variation. The
measure of this spread is taken as 6rlt, where rlt is the
estimated long-term process standard deviation.

short-term variability, n.—estimate of variability over a
short interval of time (minutes, hours, or a few batches).
Within this time period, long-term effects such as mate-
rial lot changes, operator changes, shift-to-shift differences,
tool or equipment wear, process drift, and environmental
changes, among others, are NOT at play. The standard
deviation for short-term variability may be calculated
from the within subgroup variability estimate when a
control chart technique is used. This short-term estimate
of variation is dependent of the manner in which the
subgroups were constructed. The symbol used to stand
for this measure is rst.

statistical control, n.—process is said to be in a state of statisti-
cal control if variation in the process output exhibits a sta-
ble pattern and is predictable within limits. In this sense,
stability, statistical control, and predictability all mean the
same thing when describing the state of a process. Gener-
ally, the state of statistical control is established using a con-
trol chart technique.

GLOSSARY OF SYMBOLS

Symbol In PART 4, Measurements

u smallest degree of resolution in a measure-
ment system

r standard deviation of gage repeatability

rst short-term standard deviation of a
process

rlt long-term standard deviation of a process
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THE MEASUREMENT SYSTEM

4.1. INTRODUCTION
A measurement system may be described as the total of
hardware, software, methods, appraisers (analysts or opera-
tors), environmental conditions, and the objects measured
that come together to produce a measurement. We can con-
ceive of the combination of all of these factors with time as
a measurement process. A measurement process, then, is
just a process whose end product is a supply of numbers
called measurements. The terms “measurement system” and
“measurement process” are used interchangeably.

For any given measurement or set of measurements, we
can consider the quality of the measurements themselves
and the quality of the process that produced the measure-
ments. The study of measurement quality characteristics and
the associate measurement process is referred to as measure-
ment systems analysis (MSA). This field is quite extensive
and encompasses a huge range of topics. In this section, we
give an overview of several important concepts related to
measurement quality. The term “object” is here used to
denote that which is measured.

4.2. BASIC PROPERTIES OF A MEASUREMENT
PROCESS
There are several basic properties of measurement systems
that are widely recognized among practitioners: repeatabil-
ity, reproducibility, linearity, bias, stability, consistency, and
resolution. In studying one or more of these properties, the
final result of any such study is some assessment of the capa-
bility of the measurement system with respect to the property
under investigation. Capability may be cast in several ways,
and this may also be application dependent. One of the pri-
mary objectives in any MSA effort is to assess variation attrib-
utable to the various factors of the system. All of the basic
properties assess variation in some form.

Repeatability is the variation that results when a single
object is repeatedly measured in the same way, by the same
appraiser, under the same conditions using the same mea-
surement system. The term “precision” may also denote this
same concept in some quarters, but “repeatability” is found
more often in measurement applications. The term “conditions”
is sometimes attached to repeatability to denote “repeatability
conditions” (see ASTM E456, Standard Terminology Relating to
Quality and Statistics). The phrase “Intermediate Precision” is
also used (see, for example, ASTM E177, Standard Practice for
Use of the Terms Precision and Bias in ASTM Test Methods).
The user of a measurement system must decide what consti-
tutes repeatability conditions or intermediate precision for the
given application. In assessing repeatability we seek an estimate
of the standard deviation, r, of this type of random error.

Bias is the difference between an accepted reference or
standard value for an object and the average value of a sam-
ple of several of the object’s measurements under a fixed set
of conditions. Sometimes the term “true value” is used in
place of reference value. The terms “reference value” or
“true value” may be thought of as the most accurate value
that can be assigned to the object (often a value made by the
best measurement system available for the purpose). Figure 1
illustrates the repeatability and bias concepts.

A closely related concept is linearity. This is defined as a
change in measurement system bias as the object’s true or
reference value changes. “Smaller” objects may exhibit more
(less) bias than “larger” objects. In this sense, linearity may
be thought of as the change in bias over the operational
range of the measurement system. In assessing bias, we seek
an estimate for the constant difference between the true or
reference value and the actual measurement average.

Reproducibility is a factor that affects variation in the
mean response of individual groups of measurements. The
groups are often distinguished by appraiser (who operates
the system), facility (where the measurements are made), or
system (what measurement system was used). Other factors
used to distinguish groups may be used. Here again, the user

Symbol In PART 4, Measurements

h standard deviation of reproducibility

s standard deviation of the true objects
measured

n standard deviation of measurements, y

y measurement

x true value of an object

�x process average (location)

e observed repeatability error term

e theoretical random repeatability term in a
measurement model

�R average range of subgroup data from a
control chart

MR average moving range of individual data
from a control chart

q1, q2, q3 used to stand for various formulations of
sums of squares in MSA analysis

a theoretical random reproducibility term in a
measurements model

B bias

Cp process capability index

Cpk process capability index adjusted for loca-
tion (process average)

D discrimination ratio

PC process capability ratio

Pp process performance index

Ppk process performance index adjusted for
location (process average)

FIG. 1—Repeatability and bias concepts.
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of the systemmust decide what constitutes “reproducibility con-
ditions” for the application being studied. Reproducibility is like
a “personal” bias applied equally to every measurement made
by the “group.” Each group has its own reproducibility factor
that comes from a population of all such “groups” that can be
thought to exist. In assessing reproducibility, we seek an esti-
mate of the standard deviation, h, of this type of random error.

The interpretation of reproducibility may vary in differ-
ent quarters. In traditional manufacturing, it is the random
variation among appraisers (people); in an intralaboratory
study, it is the random variation among laboratories. Figure 2
illustrates this concept with “operators” playing the role of
the factor of reproducibility.

Stability is variation in bias with time, usually a drift or
trend, or erratic type behavior. Consistency is a change in
repeatability with time. A system is consistent with time
when the error due to repeatability remains constant (e.g., is
stable). Taken collectively, when a measurement system is
stable and consistent, we say that it is a state of statistical
control. This further means that we can predict the error of
a given measurement within limits.

The best way to study and assess these two properties is
to use a control chart technique for averages and ranges.
Usually, a number of objects are selected and measured peri-
odically. Each batch of measurements constitutes a sub-
group. Subgroups should contain repeated measurements of
the same group of objects every time measurements are
made in order to capture the variation due to repeatability.
Often subgroups are created from a single object measured
several times for each subgroup. When this is done, the
range control chart will indicate if an inconsistent process is
occurring. The average control chart will indicate if the
mean is tending to drift or change erratically (stability).
Methods discussed in this manual in the section on control
charts may be used to judge whether the system is inconsis-
tent or unstable. Figure 3 illustrates the stability concept.

The resolution of a measurement system has to do with
its ability to discriminate between different objects. A highly
resolved system is one that is sensitive to small changes
from object to object. Inadequate resolution may result in
identical measurements when the same object is measured
several times under identical conditions. In this scenario, the
measurement device is not capable of picking up variation
due to repeatability (under the conditions defined). Poor
resolution may also result in identical measurements when
differing objects are measured. In this scenario, the objects
themselves may be too close in true magnitude for the sys-
tem to distinguish between.

For example, one cannot discriminate time in hours
using an ordinary calendar since the latter’s smallest degree
of resolution is one day. A ruler graduated in inches will be
insufficient to discriminate lengths that differ by less than 1
in. The smallest unit of measure that a system is capable of
discriminating is referred to as its finite resolution property.
A common rule of thumb for resolution is as follows: If the
acceptable range of an object’s true measure is R and if the
resolution property is u, then R/u ¼ 10 or more is consid-
ered very acceptable to use the system to render a decision
on measurements of the object.

If a measurement system is perfect in every way except
for its finite resolution property, then the use of the system
to measure a single object will result in an error ± u/2
where u is the resolution property for the system. For exam-
ple, in measuring length with a system graduated in inches
(here, u ¼ 1 in.), if a particular measurement is 129 in., the
result should be reported as 129 ± 1/2 in. When a sample of
measurements is to be used collectively, as, for example,
to estimate the distribution of an object’s magnitude, then the
resolution property of the system will add variation to the
true standard deviation of the object distribution. The approx-
imate way in which this works can be derived. Table 1 shows
the resolution effect when the resolution property is a frac-
tion, 1/k, of the true 6r span of the object measured, the
true standard deviation is 1, and the distribution is of the
normal form.

FIG. 2—Reproducibility concept.

FIG. 3—Stability concept.

TABLE 1—Behavior of the Measurement
Variance and Standard Deviation for Selected
Finite Resolution 1/k When the True Process
Variance is 1 and the Distribution is Normal

k
Total
Variance

Resolution
Component

Std Dev Due to
Component

2 1.36400 0.36400 0.60332

3 1.18500 0.18500 0.43012

4 1.11897 0.11897 0.34492

5 1.08000 0.08000 0.28284

6 1.05761 0.05761 0.24002

8 1.04406 0.04406 0.20990

9 1.03549 0.03549 0.18839

10 1.01877 0.01877 0.13700

12 1.00539 0.00539 0.07342

15 1.00447 0.00447 0.06686
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For example, if the resolution property is u ¼ 1, then
k ¼ 6 and the resulting total variance would be increased to
1.0576, giving an error variance due to resolution deficiency
of 0.0576. The resulting standard deviation of this error com-
ponent would then be 0.2402. This is 24% of the true object
sigma. It is clear that resolution issues can significantly
impact measurement variation.

4.3. SIMPLE REPEATABILITY MODEL
The simplest kind of measurement system variation is called
repeatability. It its simplest form, it is the variation among
measurements made on a single object at approximately the
same time under the same conditions. We can think of any
object as having a “true” value or that value that is most rep-
resentative of the truth of the magnitude sought. Each time
an object is measured, there is added variation due to the
factor of repeatability. This may have various causes, such as
nuances in the device setup, slight variations in method, tem-
perature changes, etc. For several objects, we can represent
this mathematically as:

yij ¼ xi þ eij ð1Þ

Here, yij represents the jth measurement of the ith
object. The ith object has a “true” or reference value repre-
sented by xi, and the repeatability error term associated with
the jth measurement of the ith object is specified as a ran-
dom variable, eij. We assume that the random error term has
some distribution, usually normal, with mean 0 and some
unknown repeatability variance r2. If the objects measured
can be conceived as coming from a distribution of every
such object, then we can further postulate that this distribu-
tion has some mean, l, and variance h2. These quantities
would apply to the true magnitude of the objects being
measured.

If we can further assume that the error terms are inde-
pendent of each other and of the xi, then we can write the
variance component formula for this model as:

t2 ¼ h2 þ r2 ð2Þ

Here, t2 is the variance of the population of all such
measurements. It is decomposed into variances due to the
true magnitudes, h2, and that due to repeatability error,
r2. When the objects chosen for the MSA study are a ran-
dom sample from a population or a process each of the
variances discussed above can be estimated; however, it is
not necessary, nor even desirable, that the objects chosen
for a measurement study be a random sample from the
population of all objects. In theory this type of study
could be carried out with a single object or with several
specially selected objects (not a random sample). In these
cases only the repeatability variance may be estimated
reliably.

In special cases, the objects for the MSA study may have
known reference values. That is, the xi terms are all known,
at least approximately. In the simplest of cases, there are n
reference values and n associated measurements. The repeat-
ability variance may be estimated as the average of the
squared error terms:

q1 ¼

Pn
i¼1

yi � xið Þ2

n
¼

Pn
i¼1

e2i

n

ð3Þ

If repeated measurements on either all or some of the
objects are made, these are simply averaged all together
increasing the degrees of freedom to however many meas-
urements we have.

Let n now represent the total of all measurements.
Under the conditions specified above, nq1/r

2 has a chi-
squared distribution with n degrees of freedom, and from
this fact a confidence interval for the true repeatability var-
iance may be constructed.

Example 1
Ten bearing races, each of known inner race surface rough-
ness, were measured using a proposed measurement system.
Objects were chosen over the possible range of the process
that produced the races.

Reference values were determined by an independent
metrology lab on the best equipment available for this pur-
pose. The resulting data and subcalculations are shown in
Table 2.

Using Eq 3, we calculate the estimate of the repeatabil-
ity variance: q1 ¼ 0.01674. The estimate of the repeatability
standard deviation is the square root of q1. This is

r̂ ¼ ffiffiffiffiffi
q1
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01674
p

¼ 0:1294 ð4Þ

When reference values are not available or used, we
have to make at least two repeated measurements per
object. Suppose we have n objects and we make two
repeated measurements per object. The repeatability var-
iance is then estimated as:

q2 ¼

Pn
i¼1

yi1 � yi2ð Þ2

2n

ð5Þ

TABLE 2—Bearing Race Data—with Reference
Standards

x y (y - x)2

0.73 0.80 0.0046

0.91 1.10 0.0344

1.85 1.62 0.0534

2.34 2.29 0.0024

3.11 3.11 0.0000

3.77 4.06 0.0838

3.94 3.96 0.0003

5.29 5.42 0.0180

5.88 5.91 0.0007

6.37 6.44 0.0053

9.11 9.05 0.0040

9.83 10.02 0.0348

11.33 11.36 0.0012

11.89 11.94 0.0021

12.12 12.04 0.0060

CHAPTER 4 n MEASUREMENTS AND OTHER TOPICS OF INTEREST 89

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch04.3d

Date: 28th June 2010 Time: 21:38 User ID: sebastiang

Under the conditions specified above, nq2/r
2 has a chi-

squared distribution with n degrees of freedom, and from
this fact a confidence interval for the true repeatability var-
iance may be constructed.

Example 2
Suppose for the data of Example 1, we did not have the ref-
erence standards. In place of the reference standards, we
take two independent measurements per sample, making a
total of 30 measurements. This data and the associate
squared differences are shown in Table 3.

Using Eq 4, we calculate the estimate of the repeatabil-
ity variance: q1 ¼ 0.01377. The estimate of the repeatability
standard deviation is the square root of q1. This is

r̂ ¼ ffiffiffiffiffi
q1
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:01377
p

¼ 0:11734 ð6Þ

Notice that this result is close to the result obtained
using the known standards except we had to use twice the
number of measurements. When we have more than two
repeats per object or a variable number of repeats per
object, we can use the pooled variance of the several meas-
ured objects as the estimate of repeatability. For example, if
we have n objects and have measured each object m times
each, then repeatability is estimated as:

q3 ¼

Pn
i¼1

Pm
j¼1

yij � �yi:

� �2

nðm� 1Þ
ð7Þ

Here �yi: represents the average of the m measurements
of object i. The quantity n(m – 1)q3/r

2 has a chi-squared dis-
tribution with n(m – 1) degrees of freedom. There are
numerous variations on the theme of repeatability. Still, the
analyst must decide what the repeatability conditions are for

the given application. The calculated repeatability standard
deviation only applies under the accepted conditions of the
experiment.

4.4. SIMPLE REPRODUCIBILITY
To understand the factor of reproducibility, consider the fol-
lowing model for the measurement of the ith object by
appraiser j at the kth repeat.

yijk ¼ xi þ aj þ eijk ð8Þ

The quantity eijk continues to play the role of the repeat-
ability error term, which is assumed to have mean 0 and var-
iance r2. Quantity xi is the true (or reference) value of the
object being measured; quantity and aj is a random reprodu-
cibility term associated with “group” j. This last quantity is
assumed to come from a distribution having mean 0 and
some variance h2. The aj terms are a interpreted as the ran-
dom “group bias” or offset from the true mean object
response. There is, at least theoretically, a universe or popu-
lation of all possible groups (people, apparatus, systems, lab-
oratories, facilities, etc.) for the application being studied.
Each group has its own peculiar offset from the true mean
response. When we select a group for the study, we are
effectively selecting a random aj for that group.

The model in Eq. (8) may be set up and analyzed using
a classic variance components, analysis of variance tech-
nique. When this is done, separate variance components for
both repeatability and reproducibility are obtainable. Details
for this type of study may be obtained elsewhere [1–4].

4.5. MEASUREMENT SYSTEM BIAS
Reproducibility variance may be viewed as coming from a
distribution of the appraiser’s personal bias toward measure-
ment. In addition, there may be a global bias present in the
MS that is shared equally by all appraisers (systems, facili-
ties, etc.). Bias is the difference between the mean of the
overall distribution of all measurements by all appraisers
and a “true” or reference average of all objects. Whereas
reproducibility refers to a distribution of appraiser averages,
bias refers to a difference between the average of a set of
measurements and a known or reference value. The mea-
surement distribution may itself be composed of measure-
ments from differing appraisers or it may be a single
appraiser that is being evaluated. Thus, it is important to
know what conditions are being evaluated.

Measurement system bias may be studied using known
reference values that are measured by the “system” a num-
ber of times. From these results, confidence intervals are
constructed for the difference between the system average
and the reference value. Suppose a reference standard, x, is
measured n times by the system. Measurements are denoted
by yi. The estimate of bias is the difference: B̂ ¼ x� �y . To
determine if the true bias (B) is significantly different from
zero, a confidence interval for B may be constructed at some
confidence level, say 95%. This formulation is:

B̂�
ta=2Syffiffiffi

n
p ð9Þ

In Eq 9, ta/2 is selected from Student’s t distribu-
tion with n – 1 degrees of freedom for confidence level
C ¼ 1 – a. If the confidence interval includes zero, we
have failed to demonstrate a nonzero bias component in
the system.

TABLE 3—Bearing Race Data—Two
Independent Measurements, without
Reference Standards

y1 y2 (y1 - y2)2

0.80 0.70 0.009686

1.10 0.88 0.047009

1.62 1.88 0.068959

2.29 2.42 0.017872

3.11 3.29 0.035392

4.06 4.00 0.003823

3.96 3.83 0.015353

5.42 5.18 0.058928

5.91 5.87 0.001481

6.44 6.24 0.042956

9.05 9.26 0.046156

10.02 10.13 0.013741

11.36 11.16 0.040714

11.94 12.04 0.010920

12.04 12.05 0.000016
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Example 3: Bias
Twenty measurements were made on a known reference
standard of magnitude 12.00. These data are arranged in
Table 4.

The estimate of the bias is the average of the (y � x)
quantities. This is: B̂ ¼ x� �y ¼ 0:458 . The confidence inter-
val for the unknown bias, B, is constructed using Eq 9. For
95% confidence and 19 degrees of freedom, the value of t is
2.093. The confidence interval estimate of bias is:

0:458� 2:093ð0:323Þffiffiffiffiffiffi
20
p

! 0:307 � B � 0:609

ð10Þ

In this case, there is a nonzero bias component of at
least 0.307.

4.6. USING MEASUREMENT ERROR
Measurement error is used in a variety of ways, and often
this is application dependent. We specify a few common
uses when the error is of the common repeatability type. If
the measurement error is known or has been well approxi-
mated, this will usually be in the form of a standard devia-
tion, r, of error. Whenever a single measurement error is
presented, a practitioner or decision maker is always
allowed to ask the important question: “What is the error

in this measurement?” For single measurements, and
assuming that an approximate normal distribution applies
in practice, the 2 or 3-sigma rule can be used. That is, given
a single measurement made on a system having this mea-
surement error standard deviation, if x is the measurement,
the error is of the form x ± 2r or x ± 3r. This simply
means that the true value for the object measured is likely
to fall within these intervals about 95 and 99.7% of the time
respectively. For example, if the measurement is x ¼ 12.12
and the error standard deviation is r ¼ 0.13, the true value
of the object measured is probably between 11.86 and
12.38 with 95% confidence or 11.73 and 12.51 with 9.7%
confidence.

We can make this interval tighter if we average several
measurements. When we use, say, n repeat measurements,
the average is still estimating the true magnitude of the
object measured and the variance of the average reported
will be r2/n. The standard error of the average so deter-
mined will then be r=

ffiffiffi
n
p

. Using the former rule gives us
intervals of the form:

�x� 2rffiffiffi
n
p ; or �x� 3rffiffiffi

n
p ð11Þ

These intervals carry 95 and 99.7% confidence,
respectively.

Example 4
A series of eight measurements for a characteristic of a cer-
tain manufactured component resulted in an average of
126.89. The standard deviation of the measurement error is
known to be approximately 0.8. The customer for the com-
ponent has stated that the characteristic has to be at least of
magnitude 126. Is it likely that the average value reflects a
true magnitude that meets the requirement?

We construct a 99.7% confidence interval for the true
magnitude, l. This gives:

126:89� 3ð0:8Þffiffiffi
8
p ! 126:04 � l � 127:74 ð12Þ

Thus, there is high confidence that the true magnitude l
meets the customer requirement.

4.7. DISTINCT PRODUCT CATEGORIES
We have seen that the finite resolution property (u) of an
MS places a restriction on the discriminating ability of the
MS (see Section 1.2). This property is a function of the hard-
ware and software system components; we shall refer to it
as “mechanical” resolution. In addition, the several factors
of measurement variation discussed in this section contrib-
ute to further restrictions on object discrimination. This
aspect of resolution will be referred to as the effective
resolution.

The effects of mechanical and statistical resolution can
be combined as a single measure of discriminating ability.
When the true object variance is s2, and the measurement
error variance is r2, the following quantity describes the dis-
criminating ability of the MS.

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2s2

r2
þ 1

r
� 1:414s

r
ð13Þ

The right-hand side of Eq 13 is the approximation for-
mula found in many texts and software packages. The inter-
pretation of the approximation is as follows. Multiply the

TABLE 4—Bias Data

Reference, x Measurement, y y - x

12.00 12.657 0.657

12.00 12.461 0.461

12.00 12.715 0.715

12.00 12.724 0.724

12.00 12.740 0.740

12.00 12.669 0.669

12.00 12.065 0.065

12.00 12.665 0.665

12.00 12.125 0.125

12.00 12.643 0.643

12.00 11.625 –0.375

12.00 12.412 0.412

12.00 12.702 0.702

12.00 12.333 0.333

12.00 12.912 0.912

12.00 12.727 0.727

12.00 12.387 0.387

12.00 12.405 0.405

12.00 12.009 0.009

12.00 12.174 0.174
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top and bottom of the right-hand member of Eq 13 by 6;
rearrange and simplify. This gives:

D � 6ð1:414Þs
6r

¼ 6s
4:24r

ð14Þ

The denominator quantity, 4.24r, is the span of an
approximate 97% interval for a normal distribution cen-
tered on its mean. The numerator is a similar 99.7%
(6-sigma) span for a normal distribution. The numerator
represents the true object variation, and the denominator,
variation due to measurement error (including mechanical
resolution). Then D represents the number of nonoverlap-
ping 97% confidence intervals that fit within the true object
variation. This is referred to as the number of distinct prod-
uct categories or effective resolution within the true object
variation.

Illustrations
1. D ¼ 1 or less indicates a single category. The system dis-

tribution of measurement error is about the same size
as the object’s true distribution.

2. D ¼ 2 indicates the MS is only capable of discriminating
two categories. This is similar to the categories “small”
and “large.”

3. D ¼ 3 indicates three categories are obtainable, and this
is similar to the categories “small,” “medium,” and
“large.”

4. D � 5 is desirable for most applications.
Great care should be taken in calculating and using the ratio
D in practice. First, the values of s and r are not typically
known with certainty and must be estimated from the
results of an MS study. These point estimates themselves
carry added uncertainty; second, the estimate of s is based
on the objects selected for the study. If the several objects
employed for the study were specially selected and were not
a random selection, then the estimate of s will not represent
the true distribution of the objects measured biasing the cal-
culation of D.

Theoretical Background
The theoretical basis for the left-hand side of Eq 13 is as fol-
lows. Suppose x and y are measurements of the same object.
If each is normally distributed, then x and y have a bivariate
normal distribution. If the measurement error has variance
r2 and the true object has variance s2, then it may be shown
that the bivariate correlation coefficient for this case is r ¼
s2/(s2 þ r2). The expression for D in Eq 13 is the square
root of the ratio (1 þ r)/(1 � r). This ratio is related to the
bivariate normal density surface, a function z ¼ f(x,y). Such
a surface is shown in 4.

When a plane cuts this surface parallel to the x,y plane,
an ellipse is formed. Each ellipse has a major and minor
axis. The ratio of the major to the minor axis for the ellipse
is the expression for D, Eq 13. The mathematical details of
this theory have been sketched by Shewhart [5]. Now con-
sider a set of bivariate x and y measurements from this dis-
tribution. Plot the x,y pairs on coordinate paper. First plot
the data as the pairs (x,y). In addition, plot the pairs (y,x) on
the same graph. The reason for the duplicate plotting is that
there is no reason to use either the x or the y data on either
axis. This plot will be symmetrically located about the line
y ¼ x. If r is the sample correlation coefficient, an ellipse may
be constructed and centered on the data. Construction of the

ellipse is described by Shewhart [5]. Figure 5 shows such a
plot with the ellipse superimposed and the number of dis-
tinct product categories shown as squares of side equal to D
in Eq 14.

What we see is an elliptical contour at the base of the
bivariate normal surface where the ratio of the major to the
minor axis is approximately 3. This may be interpreted from
a practical point of view in the following way. From 5, the
length of the major axis is due principally to the true part
variance, while the length of the minor axis is due to repeat-
ability variance alone. To put an approximate length mea-
surement on the major axis, we realize that the major axis is
the hypotenuse of an isosceles triangle whose sides we may
measure as 6s (true object variation) each. It follows from
simple geometry that the length of the major axis is approxi-
mately 1.414(6s). We can characterize the length of the
minor axis simply as 6r (error variation). The approximate
ratio of the major to the minor axis is therefore approxi-
mated by discarding the “1” under the radical sign in Eq 13.

PROCESS CAPABILITY AND PERFORMANCE

4.8. INTRODUCTION
Process capability can be defined as the natural or inherent
behavior of a stable process. The use of the term “stable
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FIG. 4—Typical bivariate normal surface.

FIG. 5—Bivariate normal surface cross section.
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process” may be further thought of as a state of statistical
control. This state is achieved when the process exhibits no
detectable patterns or trends, such that the variation seen in
the data is believed to be random and inherent to the pro-
cess. This state of statistical control makes prediction possible.
Process capability, then, requires process stability or state of
statistical control. When a process has achieved a state of
statistical control, we say that the process exhibits a stable
pattern of variation and is predictable, within limits. In this
sense, stability, statistical control, and predictability all mean
the same thing when describing the state of a process.

Before evaluation of process capability, a process must
be studied and brought under a state of control. The best
way to do this is with control charts. There are many types
of control charts and ways of using them. Part 3 of this
Manual discusses the common types of control charts in
detail. Practitioners are encouraged to consult this material
for further details on the use of control charts.

Ultimately, when a process is in a state of statistical con-
trol, a minimum level of variation may be reached, which
is referred to as common cause or inherent variation. For
the purpose of process capability, this variation is a measure
of the uniformity of process output, typically a product
characteristic.

4.9. PROCESS CAPABILITY
It is common practice to think of process capability in terms
of the predicted proportion of the process output falling
within product specifications or tolerances. Capability
requires a comparison of the process output with a cus-
tomer requirement (or a specification). This comparison
becomes the essence of all process capability measures.

The manner in which these measures are calculated
defines the different types of capability indices and their use.
For variables data that follow a normal distribution, two
process capability indices are defined. These are the
“capability” indices and the “performance” indices. Capabil-
ity and performance indices are often used together but,
most important, are used to drive process improvement
through continuous improvement efforts. The indices may
be used to identify the need for management actions
required to reduce common cause variation, to compare
products from different sources, and to compare processes.
In addition, process capability may also be defined for attrib-
ute type data.

It is common practice to define process behavior in
terms of its variability. Process capability (PC) is calculated as:

PC ¼ 6rst ð15Þ

Here, rst is the standard deviation of the inherent and
short-term variability of a controlled process. Control charts
are typically used to achieve and verify process control as
well as in estimating rst. The assumption of a normal distri-
bution is not necessary in establishing process control; how-
ever, for this discussion, the various capability estimates and
their implications for prediction require a normal distribu-
tion (a moderate degree of non-normality is tolerable). The
estimate of variability over a short time interval (minutes,
hours, or a few batches) may be calculated from the within-
subgroup variability. This short-term estimate of variation is
highly dependent on the manner in which the subgroups
were constructed for purposes of the control chart (rational
subgroup concept).

The estimate of rst is:

r̂st ¼
�R
d2
¼ MR

d2
ð16Þ

In Eq 16, R is the average range from the control chart.
When the subgroup size is 1 (individuals chart), the average
of the moving range (MR ) may be substituted. Alternatively,
when subgroup standard deviations are used in place of
ranges, the estimate is:

r̂st ¼
�s
c4

ð17Þ

In Eq 17, �s is the average of the subgroup standard
deviations. Both d2 and c4 are a function of the subgroup
sample size. Tables of these constants are available in this
Manual. Process capability is then computed as:

6r̂st ¼
6�R
d2

or
6MR

d2
or

6�s
c4

ð18Þ

Let the bilateral specification for a characteristic be
defined by the upper (USL) and lower (LSL) specification
limits. Let the tolerance for the characteristic be defined
as T ¼ USL�LSL. The process capability index Cp is
defined as:

Cp ¼
specification tolerance

process capability
¼ T

6r̂st
ð19Þ

Because the tail area of the distribution beyond specifi-
cation limits measures the proportion of defective product, a
larger value of Cp is better. There is a relation between Cp

and the process percent nonconforming only when the pro-
cess is centered on the tolerance and the distribution is nor-
mal. Table 5 shows the relationship.

From Table 5, one can see that any process with a
Cp < 1 is not as capable of meeting customer requirements
(as indicated by percent defectives) compared to a process
with Cp > 1. Values of Cp progressively greater than 1 indi-
cate more capable processes. The current focus of modern
quality is on process improvement with a goal of increasing
product uniformity about a target. The implementation of
this focus is to create processes having Cp > 1. Some indus-
tries consider Cp ¼ 1.33 (an 8r specification tolerance) a
minimum with a Cp ¼ 1.66 (a 10r specification tolerance)
preferred [1]. Improvement of Cp should depend on a com-
pany’s quality focus, marketing plan, and their competitor’s
achievements, etc. Note that Cp is also used in process
design by design engineers to guide process improvement
efforts.

TABLE 5—Relationship among Cp, % Defective
and parts per million (ppm) Metric

Cp %Defective ppm Cp % Defective ppm

0.6 7.19 71,900 1.10 0.0967 967

0.7 3.57 35,700 1.20 0.0320 318

0.8 1.64 16,400 1.30 0.0096 96

0.9 0.69 6,900 1.33 0.0064 64

1.0 0.27 2,700 1.67 0.0001 0.57

CHAPTER 4 n MEASUREMENTS AND OTHER TOPICS OF INTEREST 93

 



Path: K:/AST-NEUBAUER-10-0301/Application/AST-NEUBAUER-10-0301-ch04.3d

Date: 28th June 2010 Time: 21:38 User ID: sebastiang

4.10. PROCESS CAPABILITY INDICES ADJUSTED
FOR PROCESS SHIFT, Cpk
For cases where the process is not centered, the process is
deliberately run off-center for economic reasons, or only a
single specification limit is involved, Cp is not the appropri-
ate process capability index. For these situations, the Cpk

index is used. Cpk is a process capability index that considers
the process average against a single or double-sided specifi-
cation limit. It measures whether the process is capable of
meeting the customer’s requirements by considering the
specification limit(s), the current process average, and the
current short-term process capability rst. Under the assump-
tion of normality, Cpk is estimated as:

Cpk ¼ min
�x� LSL
3r̂st

;
USL� �x
3r̂st

� �
ð20Þ

Where a one-sided specification limit is used, we simply
use the appropriate term from [6]. The meaning of Cp and
Cpk is best viewed pictorially as shown in 6.

The relationship between Cp and Cpk can be summar-
ized as follows. (a) Cpk can be equal to but never larger than
Cp; (b) Cp and Cpk are equal only when the process is cen-
tered on target; (c) if Cp is larger than Cpk, then the process
is not centered on target; (d) if both Cp and Cpk are >1, the
process is capable and performing within the specifications;
(e) if both Cp and Cpk are <1, the process is not capable and
not performing within the specifications; and (f) if Cp is >1
and Cpk is <1, the process is capable, but not centered and
not performing within the specifications.

By definition, Cpk requires a normal distribution with a
spread of three standard deviations on either side of the
mean. One must keep in mind the theoretical aspects and
assumptions underlying the use of process capability indices.

For interpretability, Cpk requires a Gaussian (normal or bell-
shaped) distribution or one that can be transformed to a
normal form. The process must be in a reasonable state of
statistical control (stable over time with constant short-term
variability). Large sample sizes (preferably greater than 200
or a minimum of 100) are required to estimate Cpk with an
adequate degree of confidence (at least 95%). Small sample
sizes result in considerable uncertainty as to the validity of
inferences from these metrics.

4.11. PROCESS PERFORMANCE ANALYSIS
Process performance represents the actual distribution of
product and measurement variability over a long period of
time, such as weeks or months. In process performance, the
actual performance level of the process is estimated rather
than its capability when it is in control. As in the case of pro-
cess capability, it is important to estimate correctly the process
variability. For process performance, the long-term variation,
rLT, is developed using accumulated variation from individual
production measurement data collected over a long period of
time. If measurement data are represented as x1, x2, x3, … xn,
the estimate of rLT is the ordinary sample standard deviation,
s, computed from n individual measurements

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

xi � �xð Þ2

n� 1

vuuut ð21Þ

For a long enough time period, this standard deviation
contains the several long-term “components” of variability:
(a) lot-to-lot, long-term variability; (b) within-lot, short-term
variability; (c) MS variability over the long term; and (d) MS
variability over the short term. If the process were in the
state of statistical control throughout the period represented
by the measurements, one would expect the estimates of
short-term and long-term variation to be very close. In a per-
fect state of statistical control one would expect that the two
estimates would be almost identical. According to Ott, Schil-
ling and Neubauer [6] and Gunter [7], this perfect state of
control is unrealistic since control charts may not detect
small changes in a process. Process performance is defined
as Pp ¼ 6rLT where rLT is estimated from the sample
standard deviation S. The performance index Pp is calculated
from Eq 22.

Pp ¼
USL� LSL

6s
ð22Þ

The interpretation of Pp is similar to that of Cp. The per-
formance index Pp simply compares the specification toler-
ance span to process performance. When Pp � 1, the
process is expected to meet the customer specification
requirements in the long run. This would be considered an
average or marginal performance. A process with Pp < 1
cannot meet specifications all the time and would be consid-
ered unacceptable. For those cases where the process is not
centered, deliberately run off-center for economic reasons,
or only a single specification limit is involved, Ppk is the
appropriate process performance index.

Pp is a process performance index adjusted for location
(process average). It measures whether the process is
actually meeting the customer’s requirements by considering
the specification limit(s), the current process average, and
the current variability as measured by the long-term standardFIG. 6—Relationship between Cp and Cpk.
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deviation (Eq 21). Under the assumption of overall normal-
ity, Ppk is calculated as

Ppk ¼ min
�x� LSL

3s
;
USL� �x

3s

� �
ð23Þ

Here, LSL, USL, and �x have the same meaning as in
the metrics for Cp and Cpk. The value of s is calculated from
Eq 21. Values of Ppk have an interpretation similar to those
for Cpk. The difference is that Ppk represents how the pro-
cess is running with respect to customer requirements over
a specified long time period. One interpretation is that Ppk

represents what the producer makes and Cpk represents
what the producer could make if its process were in a state
of statistical control. The relationship between Pp and Ppk is
also similar to that of Cp and Cpk.

The assumptions and caveats around process perform-
ance indices are similar to those for capability indices. Two
obvious differences pertain to the lack of statistical control
and the use of long-term variability estimates. Generally, it
makes sense to calculate both a Cpk and a Ppk-like statistic
when assessing process capability. If the process is in a state
of statistical control then these two metrics will have values

that are very close; alternatively, when Cpk and Ppk differ in
large degree, this indicates that the process was probably not
in a state of statistical control at the time the data were
obtained.
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Index
Note: Page references followed by “f” and “t” denote figures and tables, respectively.

A
alpha risk, 44
Anderson-Darling (AD) test, 23
appraiser, 86
appraiser variation (AV), 86
arithmetic mean. See average
assignable causes, 38, 40
attributes, control chart for

no standard given, 46
standard given, 50

average (X), 14
vs. average and standard deviation, essential

information presentation, 25–26
control chart for, no standard given

large samples, 43–44, 43t, 54–55, 55f, 56f, 55t, 56t
small samples, 44–46, 44t, 55–58, 56–57t, 57f,
58–59, 58f

control chart for, standard given, 50, 64–67, 64–66t,
65–67f

information in, 16–18
standard deviation of, 77
uncertainty of. See uncertainty of observed average

average deviation, 15

B
beta risk, 44
bias, 87, 87f, 90–91, 91t
bin

boundaries, 7
classifying observations into, 10f
definition of, 7
frequency for, 7
number of, 7
rules for constructing, 7, 9–10

box-and-whisker plot, 12–13, 13f
Box-Cox transformations, 24, 25

C
capability indices, 86, 93
central limit theorem, 17
central tendency, measures of, 14
chance causes, 38, 40–41
Chebyshev’s inequality, 17, 17f, 17t
coded observations, 12
coefficient of variation (cv), 14–15

information in, 20, 20–21t
common causes. See chance causes
confidence limits, 30, 31f, 31t

use of, 32–33
consistency, 88
control chart method, 38–84

breaking up data into rational subgroups, 41
control limits and criteria of control, 41–43
examples, 54–76
factors, approximation to, 81–82

features of, 43f
general technique of, 41
grouping of observations, 40t
for individuals, 53–54

factors for computing control limits, 81
using moving ranges, 54, 54t
using rational subgroups, 53, 54t

mathematical relations and tables of factors for, 77,
78–79t, 81

purpose of, 39–40
no standard given, 43–49, 49t

for attributes data, 46
for averages and averages and ranges, small
samples, 44–45

for averages and standard deviations, large samples,
43–44

for averages and standard deviations, small
samples, 44, 44t

factors for computing control chart lines, 45t
fraction nonconforming46–47, 47t
nonconformities per unit, 47–48, 48t
for number of nonconforming units, 47, 47t
number of nonconformities, 48–49, 48t, 49t

risks and, 43–44
standard given, 49–53, 54t

for attributes data, 50
for averages and standard deviation, 50, 50t
factors for computing control chart lines, 52t
fraction nonconforming, 50–52, 51t
nonconformities per unit, 52, 52t
for number of nonconforming units, 52, 52t
number of nonconformities, 52–53, 52t
for ranges, 50, 50t

terminology and technical background, 40–41
uses of, 41

cumulative frequency distribution, 10–12, 11f
cumulative relative frequency function, 12, 16

D
data presentation, 1–28

application of, 2
data types, 2, 3–4t
essential information, 25–27
examples, 3–4t, 4
frequency distribution, functions of, 13–21
graphical presentation, 10, 11f
grouped frequency distribution, 7–13
homogenous data, 2, 4
probability plot, 21–24
recommendations for, 1, 28
relevant information, 27–28
tabular presentation, 9t, 10, 11t
transformations, 24–25
ungrouped frequency distribution, 4–7, 4f, 5–6t

dispersion, measures of, 14–15
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E
effective resolution, 91
empirical percentiles, 6–7, 6f
equipment variation (EV), 86
essential information, 25–27, 27t

definition of, 25
functions that contain, 25
observed relationships, 26, 26f
presentation of, 26t

expected value, 2

F
fraction nonconforming (p), 14, 39

control chart for
no standard given, 46–47, 47t, 59, 59f, 59t, 60–61,

60f, 60t
standard given, 50–52, 51t, 67–71, 67f, 69f, 69t,

70t, 71f
standard deviation of, 80–81

frequency bar chart, 10
frequency distribution

characteristics of, 13–14, 13–14f
computation of, 15, 16f
cumulative frequency distribution, 10–12, 11f
functions of, 13–15

information in, 15–21
grouped, 7–13, 8–9t
ordered stem and leaf diagram, 12–13, 13f
“stem and leaf” diagram, 12, 12f
ungrouped, 4–7, 4f, 5–6t

frequency histogram, 10
frequency polygon, 10

G
gage, 86
gage bias, 86
gage consistency, 86
gage linearity, 86
gage R&R, 86
gage repeatability, 86
gage reproducibility, 86
gage resolution, 86
gage stability, 86
geometric mean, 14
goodness of fit tests, 23–24
grouped frequency distribution, 7–13, 8–9t

cumulative frequency distribution, 10–12, 11f
definitions of, 7
graphical presentation, 10, 11f
tabular presentation, 9t, 10, 11t

H
homogenous data, 2, 4

I
individual observations

control chart for, 53–54
using moving ranges, 54, 54t, 75–77, 75–76f,

76–77f
using rational subgroups, 53, 54t, 73–75, 73f,

73–74t, 75f
intermediate precision, 87
interquartile range (IQR), 12

K
kurtosis (g2), 13, 14f, 154

information in, 18–20

L
leptokurtic distribution, 15
linearity, 87
long-term variability, 86
lopsidedness

measures of, 15
lot, 38
lower quartile (Q1), 12

M
measurement, definition of, 86
measurement error, 91
measurement process, 87
measurement system, 86–92

basic properties, 87–89
bias, 90–91, 91t
distinct product categories, 91–92
measurement error, 91
resolution of, 88–89, 88t
simple repeatability model, 89–90, 89–90t
simple reproducibility model, 90

measurement systems analysis (MSA), 87
mechanical resolution, 91
median, 6, 12
mesokurtic distribution, 15
Minitab, 24

N
nonconforming unit, 46
nonconformity, 46

per unit (u)
control chart for, no standard given, 47–48, 48t,

61–63, 61f, 62f, 61t, 62t
control chart for, standard given, 52, 52t, 71–72,

71t, 72f
standard deviation of, 81

normal probability plot, 22, 22f
number of nonconforming units (np)

control chart for
no standard given, 47, 47t, 59f, 60, 60t
standard given, 52, 52t, 67–68, 68f, 69t

number of nonconformities (c)
control chart for

no standard given, 48–49, 48t, 49t, 61–62, 61t, 62f,
62t, 63–64, 63t, 64f

standard given, 52–53, 52t, 72, 72f, 72t
standard deviation of, 81

O
ogive, 11
one-sided limit, 32
ordered stem and leaf diagram, 12–13, 13f
order statistics, 6
outliers, 12, 20

P
peakedness

measures of, 15
percentile, 6
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performance indices, 86, 93
platykurtic distribution, 15
power transformations, 24, 24t
probability plot, 21–24

definition of, 21
normal distribution, 21–23, 22f, 22t
Weibull distribution, 23–24, 23f, 23t

probable error, 29
process capability (Cp), 92–93

definition of, 86, 92
indices adjusted for process shift, 94

process performance (Pp), 86, 94–95
process shift (Cpk)

and process capability, relationship between, 94, 94f

Q
quality characteristics, 2

R
range (R), 15

control chart for, no standard given
small samples, 44–46, 44t, 58–59, 58f

control chart for, standard given, 50, 67, 67f, 567t
standard deviation of, 80

rank regression, 23
reference value, 87
relative error, 15
relative frequency (p), 14

single percentile of, 16, 16f
values of, 16

relative standard deviation, 15, 20
relevant information, 27–28

evidence of control, 27–28
repeatability, 87, 87f, 89–90, 89–90t
reproducibility, 87–88, 88f, 91
root-mean-square deviation (s(rms)), 14
rounding-off procedure, 33, 34, 34f

S
“s” graph, 11
sample, definition of, 38
Shewhart, Walter, 42
short-term variability, 86
skewness (g1), 13, 13f, 15

information in, 18–20
special causes. See assignable causes
stability, 88, 88f
stable process, 92–93
standard deviation (s), 14

control chart for, no standard given
large samples, 43–44, 43t, 54–55, 55f, 56f, 55t, 56t

small samples, 44, 44t, 55–58, 56–57t, 57f
control chart for, standard given, 50, 64–67, 64–66t,

65–67f
for control limits, basis of, 80t
information in, 17–18
standard deviation of, 77, 80

statistical control, 27, 86
lack of, 40

statistical probability, 30
“stem and leaf” diagram, 12, 12f
Stirling’s formula, 81
Sturge’s rule, 7
subgroup, definition of, 38, 39
sublot, 39

T
3-sigma control limits, 41–42
tolerance limits, 20
transformations, 24–25

Box-Cox transformations, 24, 25
power transformations, 24, 24t
use of, 25

true value, 87

U
uncertainty of observed average

computation of limits, 30, 31t
data presentation, 31–32, 32f
experimental illustration, 30–31, 32f
for normal distribution (s), 34–35, 35t
number of places of figures, 33–34
one-sided limits, 32
and systematic/constant error, 33f

plus or minus limits of, 29–37
theoretical background, 29–30

for population fraction, 36–37, 36f
ungrouped frequency distribution, 4–7, 4f, 5–6t

empirical percentiles and order statistics, 6–7, 6f
unit, 39
upper quartile (Q3), 12

V
variance, 14

reproducibility, 90
variance-stabilizing transformations. See power
transformations

W
warning limits, 42
Weibull probability plot, 23–24, 23f, 23t
whiskers, 12
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